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Abstract
Insufficient data is one of the main drawbacks in natural language pro-

cessing tasks, and the most prevalent solution is to collect a decent amount of 
data that will be enough for the optimisation of the model. However, recent 
research directions are strategically moving towards increasing training ex-
amples due to the nature of the data-hungry neural models. Data augmen-
tation is an emerging area that aims to ensure the diversity of data without 
attempting to collect new data exclusively to boost a model’s performance. 

TEXT DATA AUGMENTATION USING 
GENERATIVE ADVERSARIAL NETWORKS – 
A SYSTEMATIC REVIEW
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Limitations in data augmentation, especially for textual data, are mainly due 
to the nature of language data, which is precisely discrete. Generative Ad-
versarial Networks (GANs) were initially introduced for computer vision ap-
plications, aiming to generate highly realistic images by learning the image 
representations. Recent research has focused on using GANs for text genera-
tion and augmentation. This systematic review aims to present the theoretical 
background of GANs and their use for text augmentation alongside a system-
atic review of recent textual data augmentation applications such as sentiment 
analysis, low resource language generation, hate speech detection and fraud 
review analysis. Further, a notion of challenges in current research and future 
directions of GAN-based text augmentation are discussed in this paper to 
pave the way for researchers especially working on low-text resources.

Keywords: Text Data Augmentation, Generative Adversarial Networks, 
Adversarial Training, Text Generation 

1. Introduction 
Computational models in deep learning and machine learning usually 

perform better when high-quality and balanced datasets are available in nat-
ural language processing applications. However, it is usually challenging to 
obtain a high-quality dataset; for instance, in supervised learning tasks, we 
often need to deal with the lack of labelled data or a limited amount of labelled 
data, which directly affects the model’s performance. Obtaining a large-scale 
dataset is time-consuming and associated with a higher cost. Therefore, ex-
panding a given smaller dataset artificially for any natural language process-
ing task is a promising solution. Applying data augmentation for NLP tasks, 
specifically for text-based applications, may exhibit lower accuracies due to 
language-variant characteristics such as grammatical structure. For instance, 
according to Luo et al. (2021), a text classification task would fail to improve 
performance due to grammatical errors or uncontrolled sentiment charac-
teristics in the generated text. Although we need more data in data augmen-
tation, replicating data is not a solution, as it will eventually lead to model 
overfitting.

Generative Adversarial Networks (Goodfellow et al., 2014) aim to synthe-
sise real-world data as closely as possible. As improvements to the original 
GAN model proposed by Goodfellow et al., several other studies stabilised 
GAN training along with different loss functions (Nowozin et al., 2016; Mao 
et al., 2017; Arjovsky and Bottou 2017). Several other notable GAN architec-
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tures are Conditional Generative Adversarial Networks (Mirza and Osinde-
ro, 2014), Deep Convolutional Generative Adversarial Networks (Radford et 
al., 2018), Coupled Generative Adversarial Networks (Liu and Tuzel, 2016), 
Cycle-Consistent Generative Adversarial Networks (Zhu et al., 2017) and In-
formation Maximizing Generative Adversarial Networks (Chen et al., 2016). 
Given the objective of GAN models, generating new data while being closer 
to the original data distribution is feasible to apply for data augmentation. 

This paper aims to pave the way for researchers especially working on 
low textual resources, by reviewing previous work in textual data augmenta-
tion using GAN models in various NLP application domains. In this sense, 
this paper is the first systematic review focusing on GAN-based text data 
augmentation. Furthermore, we surveyed text augmentation application do-
mains such as sentiment analysis, hate speech detection, low resource lan-
guage generation and fraud text identification.

The research questions for this systematic study are as follows: 
1.	 How can text augmentation help to improve a computational model’s 

performance? 
2.	 How can GAN models be utilised for text data augmentation? 
3.	 What are the challenges in GAN-based text augmentation worth ad-

dressing in future research?
The rest of the paper is structured as follows:  Section 2 describes the 

methodology followed for the systematic review and paper screening, such 
as inclusion and exclusion criteria. Section 3 briefly introduces data augmen-
tation, and Section 4 presents a comprehensive overview of Generative Ad-
versarial Networks. Section 5 systematically reviews a few applications using 
GAN-based text augmentation. Section 6 summarises text data augmenta-
tion challenges and potential future directions. Finally, Section 7 summarises 
the objectives of this study. 

2. Methods 
This systematic review adheres to Preferred Reporting Items for Sys-

tematic Reviews and Meta-Analyses (PRISMA) (Moher et al., 2009). We fil-
tered the articles through a well-defined inclusion-exclusion strategy per the 
PRISMA guidelines following through the identification, screening, exclu-
sion, and inclusion stages. Figure 2.1 shows the PRISMA flowchart we used 
with filtered paper counts in each stage.

We conducted the search initialisation as per the PRISMA guidelines 
(Moher et al., 2009) and collected articles from digital libraries such as Sco-
pus, Web of Science, IEEE Xplore, Science Direct, Google Scholar and Se-
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mantic Scholar, which were published between 2017 and 2022, with a search 
duration spanning from March 2022 to May 2022. We used some keywords 
to search the databases. Initially, we used key phrases such as “text data aug-
mentation using generative adversarial networks” and “text augmentation 
using GAN”. We then narrowed the search to the scope of applications, such 
as “Generative Adversarial Network data augmentation for fraud text iden-
tification” and “low resource language generation using GANs”. Further, we 
utilised complex search strings to combine similar keywords with AND and 
different keywords with OR. For instance, “text augmentation” AND “text 
synthesis” and “text augmentation for low resource languages” OR “synthe-
sised text in semantic analysis”. Altogether we collected 257 papers initially 
and removed 96 duplicate entries, resulting in 161 papers for the screening 
stage.

Figure 2.1: The PRISMA guideline flowchart used in this review (Moher et al., 2009)

Twenty-three articles were excluded during the screening process upon 
careful scan through the title and abstract. Then another exclusion step was 
performed considering full-text availability, which excluded three papers 
from the results. In the final step in screening, we considered whether the 
selected papers aligned with the stated research questions. We excluded 17 
papers since they were unrelated to text augmentation or GAN, and some 
had poor-quality content. A total of 117 articles were selected eventually, and 
the distribution is illustrated in Figure 2.2. Finally, the papers were grouped 
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hierarchically for a clear presentation in the review. Several papers were in-
cluded during the write-up period since those papers were vital in explaining 
the theoretical background.

Figure 2.2: Numbers of selected publications over the years

3. Data Augmentation
Data augmentation generates a massive amount of data from a given 

small set of available data, guaranteeing an increased model accuracy. The 
simplicity of the proposed data augmentation approaches is a must to replace 
the time-intensive and cost-ineffective manual data collection and annota-
tion to increase the size of an existing small-scale dataset. Feng et al. (2021) 
claim that a simple augmentation approach and accuracy boosting are trade-
offs in data augmentation because overfitting will occur if the generated data 
is too identical to the original one. Therefore, the augmented data should be 
similar but deviate from the original data distribution. A typical approach is 
to perform data augmentation before the training is conducted and then mix 
the augmented data with the existing training data for training purposes. 
Another approach is generating data while the training occurs, a common 
technique in GAN-based data augmentation, especially in computer vision 
applications.

Figure 3.1: The methods used for collecting training data for a classifier. Left to right: a 
general method, dictionary-based data augmentation, generative model-based data aug-

mentation (Luo et al., 2021)
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Recent trends in NLP applications are heading towards leveraging large 
pre-trained models, especially in low-resource domains. Due to the ex-
ploration of new tasks, more data is the primary demand, but it is costly 
and time-intensive to annotate a large set of training data manually. Since 
high-quality data ensures the model’s accuracy in conventional NLP ap-
proaches, it is difficult to turn a blind eye to this research gap. Moreover, 
low-resource scenarios, such as low-resource language data generation, also 
require a decent amount of training data. In such cases, augmenting data 
artificially is quite reasonable and adequate.

Overall, three techniques are used in data augmentation rule-based, ex-
ample-interpolation-based and model-based (Feng et al., 2021). Rule-based 
approaches either consider the model’s feature space (Xie et al., 2020; Wei 
and Zou 2019; Paschali et al., 2019) or use a graphical representation of the 
individual sentences (Chen et al., 2020; Şahin and Steedman, 2018). The ex-
ample-interpolation technique takes two or more real examples and then 
alters the input and output labels. MIXUP architecture (Zhang et al., 2018) 
which follows the example-interpolation technique, has been later developed 
into different variations. Such variations are CUTMIX (Yun et al., 2019), 
which mixes two selected example images by replacing small sub-regions 
and Seq2MIXUP (Guo 2020), which generalises MIXUP for the sequence 
transduction task. Model-based techniques use sequence-to-sequence (se-
q2seq) models (Kumar et al., 2019; Sennrich et al., 2016) and language mod-
els based on recurrent neural networks and transformers (Sennrich et al., 
2016; Yang et al., 2020).

Several data augmentation approaches in NLP include facilitating low-re-
source languages such as Turkish, Nepali, and Sinhala (Fadaee et al., 2017; 
Qin et al., 2021), bias mitigation (Zhao et al., 2018; Lu et al., 2020) and ad-
versarial training (Jia et al., 2019; Kang et al., 2018). Moreover, applied NLP 
tasks that use data augmentation for performance gain involve classification 
(Wei and Zou 2019; Chen et al., 2020; Anaby-Tavor et al., 2020), summarisa-
tion (Fabbri et al., 2021; Parida and Motlicek 2019; Zhu et al., 2022), question 
answering (Longpre et al., 2019; Yang et al., 2019; Riabi et al., 2021), and 
dialogue systems (Quan and Xiong 2019; Louvan and Magnini 2020; Hou et 
al., 2018; Kim et al., 2019).

Initial approaches in textual data augmentation involve replacing words 
with synonyms or removing random words (Wei and Zou, 2019), which is 
not promising because of minor accuracy improvements due to overfitting, 
mainly in classification tasks. The data augmentation strategies followed for 
the textual data fall into three main categories: dictionary-based data augmen-
tation, generative model-based, and general method, as in Figure 3.1 (Luo et 
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al., 2021). Wei and Zou (2019) proposed a data augmentation strategy for text 
classification using a synonym dictionary to randomly increase the number 
of data points by inserting, replacing, deleting and swapping a word in a sen-
tence. However, the performance with the synonym dictionary method (Wei 
and Zou, 2019) drops when the original data changes by more than a 10% 
ratio. Such approaches often exhibit the limitation of retaining sentiment in-
formation and even result in a drastic change in the actual sentiment class (Luo 
et al., 2021).

Generative models align with the probability distribution of the training 
data upon new data generation. Given that text generation is a complex task, 
such approaches were not entirely promising in text-based applications, spe-
cifically in classification models (Luo et al., 2021). Several generative models 
based on data augmentation were proposed by Anaby-Tavor et al. (2020), 
Feng et al. (2020), Radford et al. (2019). Apart from these text-generation 
strategies for text augmentation, generative adversarial networks are gaining 
popularity due to generating similar but fake data. Most data augmentation 
applications using GANs are in the computer vision area. However, there has 
been an increasing interest in using GANs for text data augmentation in the 
last few years.

4. Generative Adversarial Networks (GANs)
Machine learning models can be categorised into generative models 

and discriminative models. The discriminative models involve classification 
tasks that aim to predict the class labels by modelling a given feature set of 
inputs. In generative models, given the class and introduced noise, the dis-
tribution of the feature set is generated. Goodfellow et al. (2014) introduced 
a powerful generative model, Generative Adversarial Networks (GANs), 
adhering to a minimax game of two competing networks. The GAN mod-
el’s main components compose a generator similar to a decoder and a dis-
criminator that functions as a classifier. GANs have produced high-quality 
and diverse images for data augmentation in computer vision applications. 
Several GAN models which address image data are: face generation using 
StyleGAN (Karras et al., 2019), image translation using CycleGAN (Zhu et 
al., 2017), transforming doodles into pictures using GauGAN (Park et al., 
2019) and generating 3D images using 3D-GAN (Wu et al., 2016), Wass-
erstein-GAN (Arjovsky and Bottou, 2017), coupled-GAN (Liu and Tuzel, 
2016) and StackGAN (Zhang et al., 2017). The underpinning theories with 
these GAN applications deviate from the text data generation using GANs 
in minor aspects, but the intuition is the same by adhering to generator-dis-
criminator architecture.
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In GAN architecture, generator G learns to create fake samples that re-
semble real examples, and discriminator D learns to distinguish real samples 
from fake samples. The generator model is not sophisticated at the beginning 
to allow stable training. The discriminator mimics a classifier’s behaviour. 
The probability outputs generated by the discriminator serve as an input 
for the generator. Both generator and discriminator are based on two sep-
arate neural networks. Figure 4.1 illustrates a GAN architecture. The input 
to the generator model is random noise, and the outputs are also randomly 
generated noisy samples. The generator expects to be as primitive as possi-
ble at this stage. Then the output is tuned with the response obtained from 
the discriminator. The generated samples become closer to the original data 
instances as the training continues. Following a minimax game theory, the 
generator and discriminator act as opponents trying to fool each other, even-
tually increasing the GAN model’s performance on a particular task. The dis-
criminator takes both original samples and the feature distribution of gen-
erated fake samples to classify both samples. Finally, when the discriminator 
cannot perform the classification correctly anymore, it is the point where the 
generator starts to make new samples which do not exist in the training data. 
Applications of GANs include super-resolution, assisting artists and element 
abstraction, specifically in the image domain.

Figure 4.1: GAN Architecture

GAN models use adversarial concepts of producing fake samples mim-
icking real ones. The overall model improves continuously until an equilib-
rium point is reached due to competitive training of both the generator and 
discriminator. This concept is called the Minimax game, a decision rule with 
alternate moves for both players. Only one player wins by maximising their 
win in this concept, while the other tries to minimise the loss. Borrowing 
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this idea for the GAN model, the generator tries to minimise the probability 
output of the discriminator, which is labelled as ’fake’. Simultaneously, the 
generator maximises the probability of classifying real and fake samples. 

Equation (1) mathematically defines the minimax game of a GAN model: 
G is the generator, D is the discriminator, x denotes the real sample input, 
and D(x) is the probability of the label for the real sample. While z is the 
noise or the latent space vector used to provide inputs to the generator, G(z) 
indicates generated fake samples. The discriminator outputs that are expect-
ed for these two classes, respectively, are G(x) = 1 and D(G(z)) = 0. Mainly, 
the objective of the generator is to make the discriminator identify fake sam-
ples as real ones, i.e., D(G(z)) = 1, which results in minimising 1-D(G(z)):

         (1) 

When training the generator to minimise 1-D(G(z)), the generator’s out-
put should collectively provide input to the discriminator. Then the discrim-
inator’s loss should be backpropagated into the generator. To pass the loss 
gradients back to the generator, the selection criteria within the generator 
should be a differentiable function.

If we consider an RNN-based text generator, the next word in a sentence 
generated at each time step corresponds to the one with maximum probabil-
ity in the softmax distribution. Suppose the GAN generator is implemented 
using a similar RNN to generate texts. However, the corresponding picking 
function is non-differentiable in the GAN generator. This issue does not ap-
ply to continuous data such as images. Using GANs for text generation is 
challenging due to the nature of textual data, which does not involve contin-
uous and numerical data. However, since the text does not carry any of these 
features, despite the challenges, the following approaches were introduced to 
utilise GANs for text generation: the reinforcement algorithm-based method 
(Yu et al., 2017), the Gumbel-softmax approximation method (Kusner and 
Hernández-Lobato, 2016) and the method of avoiding discrete spaces (Do-
nahue and Rumshisky, 2018).

Using reinforcement learning is presented by Fedus et al. (2018) and 
Yu et al. (2017). Suppose text generation is performed via a Reinforcement 
Learning (RL) agent, where the agent generates the next word based on the 
current state s, the previously generated sentence. A word vocabulary is used 
to define the action set. A reward is received once the RL agent reaches the 
end of the sentence action. In GAN architecture, the discriminator returns 
the overall reward.

Given the start state S0, ϕ-parameterised discriminator model Dϕ, se-
quence to produce Y1:T = (y1, ... , yt, ... ,yT), current state s = Y1:t-1 and the 
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reward for a complete sentence RT, the θ-parameterised generator model Gθ, 
a gradient method is utilised to find the optimal parameters θ* by applying 
gradient descent as follows:

     θ ← θ + αh ∇θ J(θ)            (2)
while maximising the overall reward as given below:

     			    J(θ) = ∑y1ϵY
Gθ(y1|s0)QDϕ 

(s0,y1)         (3)

A discriminator network performs classification on input sentences by 
providing a metric of how real it is. G represents parametrised policy  π(a|s,θ) 
which takes a set of words as input to produce a probability distribution for 
the next word. During the training process, Monte-Carlo rollouts calculate 
an intermediate reward, and the discriminator provides the reward for the 
entire sentence. Persisting issues with this method include high variance in 
gradient estimate with each episode, resulting in an unstable training pro-
cess and slow convergence. Pretrained generator and discriminator models 
can speed up training to solve these problems. Another problem also occurs 
when the state-action space is vast; for example, with an extensive vocabu-
lary set, it tends to converge to local minima. 

Due to the issues mentioned earlier with the Reinforcement Learning 
approach, recent research focuses on investigating other solutions for dis-
crete data generation using GAN models. Selecting the next word in text 
generation maximises the probability generated via the softmax function at 
each time step. This selection operation is non-differentiable. Suppose the 
output y is a one-hot-vector with |V|-dimensions and h hidden states. Then 
the sampling is performed as follows:

p = softmax(h)     (4)

Another sampling method is to use a vector of samples g from a Gumbel 
distribution as follows:

 y = one_hot(arg maxi(hi+gi)     (5)

To make the argmax() function differentiable, a softmax approximation 
and an additional temperature parameter τ are introduced as given below:

 y = softmax(1/τ(h+g))       (6)

so that when τ → 0, the output distribution converges to a one-hot vector. 
During the training, τ is initialised with larger values, which converge on 
zero, as mentioned in Kusner and Hernández-Lobato (2016) and Donahue 
and Rumshisky (2018).

Gθ
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In encoder-decoder mapping, the encoder projects the input space onto 
a smaller dimensionality, and the decoder reconstructs the input from this 
representation. The solution for GAN text generation is not to consider it a 
separate discrete token generation. Instead of decomposing a given input se-
quence of discrete word tokens, this approach works with continuous space 
vectors, which are not human-readable. The problem arises in the discrim-
inator’s input representation while feeding the real sentences, which the au-
to-encoder facilitates. At the end of the training, the generator network out-
puts sentence vectors.

5. GAN for Text Data Augmentation
GANs have already been used for text data augmentation for various 

NLP applications listed below. However, before reviewing such NLP applica-
tions, it is noteworthy to mention GAN models’ drawbacks in classification 
tasks such as sentiment analysis. For example, GANs may generate augment-
ed data in opposite polarity, drastically impacting a sentiment analysis task. 
Nevertheless, GAN-based data augmentation can mitigate class imbalance 
problems by generating missing class data with controlled generation. More-
over, in the tasks such as bot-generated data identification, GAN-based fake 
data generation provides a promising adversarial approach. Collecting and 
analysing such datasets manually in practical cases is difficult.

5.1 Applications
Many NLP applications have used GANs for text data augmentation. 

These NLP applications include sentiment analysis, hate speech detection, 
low resource language generation, fraud detection, and code-switching sen-
tence generation.

5.1.1 Sentiment Analysis
The challenges in sentiment analysis include a lack of data for low-re-

source languages and an imbalance issue in available datasets. Transfer 
learning (Gupta et al., 2018) and semi-supervised learning (Goldberg and 
Zhu, 2006) are alternatives in low-resource scenarios, but text-generation 
models also facilitate such problems. As mentioned in (Gupta, 2019), sev-
eral techniques were introduced for sentiment analysis in low-resource sce-
narios, such as semi-supervised learning (Socher et al., 2011), regularisation 
methods (Gupta et al., 2018; Sindhwani and Melville, 2008) and latent vari-
able models (Täckström and McDonald, 2011).
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Figure 5.1: cGAN architecture (Gupta, 2019)

A variation of conditional GAN for low-resource datasets was introduced 
by Gupta (2019) with a baseline classifier in place apart from the generator 
and discriminator model. The implementation follows three approaches to 
ensure convergence: model pretraining from an available large dataset, in-
put noise addition, and one-sided label smoothing, as illustrated in Figure 
5.1. Both generator and discriminator employ feed-forward neural networks. 
The baseline classifier is pre-trained on a target task dataset and uses a shal-
low neural network architecture. The cross-entropy loss is used to learn the 
discriminator parameters as follows:

 	 LD= –y log(D([xr;yr])) – (1–y)log(1–D([xf;yf]))   (7)

Here, each [xf ; yf] represents the concatenation with a label representation 
yf while assigned probabilities at discriminator are denoted by D([xr;yr]) and 
D([xf ;yf]). Two generator losses are combined as given below:

 	 LG  = LG1+λLG2    (8) 

where LG1  = –log(D([xf ; yf])) ; xf = G(η); LG2 = –CE(yf ,C(xf)) 	 (9)

The standard generator loss LG1 is to fool the discriminator while LG2 is  to 
handle cross-entropy loss on the base classifier with λ hyper-parameter. G(η)  
corresponds to the generated output xf with  noise input η  (Gupta, 2019).

Evaluation in Gupta (2019) is performed on the base classifier Cb,  cGAN 
classifier Cf  and a classifier on Twitter data Ct . Due to the discriminative 
power of generated data, Cf performs better, and the accuracy of Ct is main-
ly due to knowledge transfer. The evaluation of movie and product reviews 
has shown a significant accuracy increase of 1.76% and 1.7%, respectively, 
compared to the base classifier, which only uses actual data without utilising 
the generated data. As shown in Figure 5.2, T-SNE distribution and the pro-
jection of real vs fake data reveal that the generated data does not cover real 
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data’s entire feature space. Further, it is not easy to find a massive pre-trained 
dataset for the data augmentation task. Future directions include selective 
data generation in smaller spaces.

Figure 5.2: Real and fake data distribution, as observed on a 2-D projection of data points 
obtained using the t-SNE method (Gupta, 2019)

Another issue in sentiment analysis is the training on long texts in a 
low-resource dataset. As mentioned before, text generation models are prone 
to generating inaccurate sentiment information for the generated texts. Luo 
et al. (2021) propose a penalty-based SeqGAN for generating high-quali-
ty long-text data improving the SeqGAN model (Yu et al., 2017). The main 
challenge in using long text data is the low accuracy obtained when using 
such long text data in a classifier. The works of Luo et al. (2021) present an 
LSTM model with attention which performs sentence compression for the 
given training data. A sentiment dictionary aids in addressing the issue of 
losing sentiment words during the compression. With RL to address discrete 
data issues, the generator produces sentence sequence s based on the x token 
of the real word. The GAN model consists of a parameterised generator G(θg) 
and a discriminator D(θd) that aim to maximise the reward G(x|s;θg)D(x;θd):

 			 

                                                                                                 (10)

The applied penalty-based objective on the generator is forced to min-
imise the overall penalty G(x|s;θg)V(x) given that V(x) = 1–D(x;θd), which  
leads to generating grammatically correct sentences.

Compared to the previous cGAN model (Gupta, 2019), this model re-
quires no pre-training step with another dataset on the target task. The eval-
uation parameters involve classification accuracy, usability, novelty, and the 



19

TEXT DATA AUGMENTATION USING GENERATIVE ADVERSARIAL NETWORKS...

diversity of the generated data, which outperforms the state-of-the-art accu-
racy (Wei and Zou, 2019).

5.1.2 Hate Speech Detection
Hate speech detection is usually performed by supervised models. How-

ever, most of the available datasets are imbalanced, which is one reason for 
the low performance of the hate detection models. Applying data augmen-
tation for the class with fewer examples is a reasonable solution, but this is 
a challenging task for text generation. Cao and Lee (2020) introduce Hate-
GAN, a GAN model aiming for hate speech detection using a deep generative 
RL model based on hateful tweets. The overall architecture is illustrated in 
Figure 5.3. The model adopts SeqGAN (Yu et al., 2017) by adding a toxicity 
scorer (Figure 5.4), which is pre-trained as a multi-label classifier to provide 
realistic scores and hate scores.

Figure 5.3 Architecture of the HateGAN model (Cao and Lee, 2020)

Figure 5.4: Toxicity scorer that is pre-trained as a multi-label 
classification model (Cao and Lee, 2020)

Given that S is a scoring module, N is the number of Monte Carlo search-
es, and xi is the i-th Monte Carlo result, the expected reward from a sentence 
which is an action value for selecting the t-th word wt is computed as follows:

                                                                                      
                                                                                  (11)
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The loss as a negative expected reward is defined as follows:

 
                                                                          (12)

The final combined reward becomes:

r(x) = Discriminator(x) + σToxicityScorer(x)     (13)

where x is the input sentence and σ is a hyperparameter.

5.1.3 Low Resource Language Generation
Question Answering (QA) is useful in deep learning since many deep 

learning applications can be modelled as QA problems. Developing a QA 
system in a low-resource language is challenging due to insufficient anno-
tated datasets. For instance, according to Sun et al. (2019), a low-resource 
language, Tibetan demonstrates challenges in building such a question-an-
swering model because of the language features such as longer sentences, 
complex syntactic structures and strict grammatical rules. Sun et al. (2019) 
introduce QuGAN, using Quasi-Recurrent Neural Networks (QRNN) and 
Reinforcement Learning as a QA corpus generation model for the Tibetan 
language. QRNN consists of convolution components to extract features fol-
lowed by an f-pooling component with a forget-gate to reduce the dimen-
sion of the features. The use of LSTM and CNN in the generator enables 
addressing the issue of processing longer sequences and parallel execution. 
The random initialisation of questions with Maximum Likelihood Estima-
tion (MLE) ensures that both generated and original data follow a closer 
probability distribution.

Further optimisation proposes a reward strategy and Monte Carlo Search 
Strategy in the Reinforcement Learning model, which involves predicting 
the next sentence score based on the partially generated sequence rather 
than using the entire text. Following that, a BERT model facilitates the cor-
rection of the grammar of the generated text. The model evaluation uses data 
collected from the Tibetan website that involves 21783 questions for training 
different models with SeqGAN as the base model, QuGAN, QuGAN with-
out Monte Carlo optimisation, QuGAN with BERT but without Monte Carlo 
Optimisation and QuGAN with BERT. QuGAN (Sun et al., 2019) has proven 
improvement of BLEU-2 score by 13.07 compared to the baseline with nota-



21

TEXT DATA AUGMENTATION USING GENERATIVE ADVERSARIAL NETWORKS...

ble speed improvements. Further improvements can be made by generating 
grammatically correct questions by incorporating Tibetan grammar infor-
mation and adding argument functions.

Another low-resource language scenario are the tasks involving regional 
dialects. A modified SentiGAN (Wang and Wan, 2018) based model (Carras-
co et al., 2021) introduces an approach for data augmentation for Arabic Re-
gional Dialects. Given that existing rich-annotated Dialectal Arabic datasets 
exhibit data scarcity, text data augmentation is also a solution for this issue. 
The selected regional Arabic dialects in that study are Egypt, Gulf, Maghreb, 
Levant, and Iraq. The generator uses an LSTM model with a policy gradient 
and a distractor using a CNN. Although the traditional SentiGAN (Wang 
and Wan, 2018) incorporates two sentiments, five dialects are generated us-
ing five generator/discriminator sets here. The model deviates from the oth-
er GAN-based text data augmentation models with a penalty instead of a 
reward for the discriminator model. The model generates a higher number 
of sentences than the original data size but with a reduced vocabulary size 
due to the usage of only the common words. The MADAR dataset is used for 
training and evaluating based on two new metrics to measure the novelty 
and diversity of the augmented texts and to assess further on four classifi-
cation scenarios. Further improvement was also made by Wang and Wan 
(2018) by augmenting country-level dialects for Dialectical Arabic datasets.

In multilingual communities, loanwords are defined as words introduced 
and adopted from another language. Mi et al. (2021) provide data augmenta-
tion methodology to improve such loanword identification in low-resource 
language settings using a lexical-constrained GAN with two generators and 
a discriminator. It uses a log-linear RNN along with word and character-level 
embeddings, pronunciation similarity, and POS tagging features.

5.1.4 Fraud Detection
Social media platforms monitor user opinions on personal events, busi-

nesses, news, and politics. Market analysts use such reviews to come up with 
predictions and strategies to improve their business. To dominate the mar-
ket, business owners may tend to add fake reviewers to their accounts or 
competitors’ accounts. With the advancement of technology and bot usage, 
these fraud reviews are increasing exponentially. Hence, it is vital to identify 
such fraudulent reviews to perform a more reliable market analysis. There 
are different types of attempts in current research targeting fraud text de-
tection, such as language models (Ott et al., 2011), behavioural profile anal-
ysis (Rayana and Akoglu, 2015) and deep learning feature representations 
(Le and Mikolov, 2014). A vital issue in fraud review identification is the 
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lack of trusted labelled data, which leads to data scarcity of the models. To 
handle this problem, Aghakhani et al. (2018) proposed FakeGAN with one 
generator and two discriminators that address the model collapse problem, 
which is a typical problem for the GAN models. The training dataset X com-
bines the subsets, XT and XD, which are fraud and real reviews, respectively. 
Zg indicates all  the reviews generated by FakeGAN. One discriminator, D, 
is defined for classifying fake (XD∪ZG) and real XT samples. Another dis-
criminator, D′, is defined for classifying the generated samples similar to XT 
and XD. The model training follows the stochastic policy gradient method 
in reinforcement learning. Figure 5.5 illustrates an overview of FakeGAN, 
where the positive and negative samples are indicated by + and - symbols, re-
spectively. The evaluation results of Aghakhani et al. (2018) indicate that the 
FakeGAN model performs similarly to the other fraud detection models in 
the literature. A main limitation of the model is the capability of generating 
reviews only in plain text without any association with the metadata, such as 
the rating scores. The possibility of bot-generated reviews in the training set 
as real samples and instability in the training process must also be addressed 
in future work. Further, another future research mentioned is the explora-
tion of other GAN variants, such as Conditional GAN, and performing ex-
periments with better hyperparameter tuning (Aghakhani et al., 2018).

Figure 5.5: The overview of FakeGAN (Aghakhani et al., 2018)

The work proposed by Shehnepoor et al. (2022) addresses the draw-
backs mentioned above of FakeGAN (Aghakhani et al., 2018) by generat-
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ing score-correlated reviews using Information Gain Maximisation (IGM) 
theory to filter the fake samples that are generated. Their proposed model is 
called ScoreGAN, and it incorporates a given set of real reviews X, genuine 
reviews with scores <Xg,S>, fraud-human reviews with scores <Xfh,S> to gen-
erate score-correlated fraud bot reviews <Xfg,S>.  The overall fraud review set 
is Xf  = {Xfh,Xfg}. This model utilises two discriminators, Dg and Df, following 
the FakeGAN architecture. The augmented data enables the discriminator Dg 
to distinguish bot-generated fraud reviews effectively. Figure 5.6 illustrates 
the framework of the ScoreGAN model. The information gain between the 
constraint c and the generator Gθ (z,c) is as follows:

     							     
								               (14) 

Using Lemma to address the issue of a fixed distribution on c, where H is 
the entropy definition, yields:

 						           

								          (15)

     
The overall minimax game for  is defined as follows:
 	
								        (16)

Figure 5.6: The illustration of the ScoreGAN model (Shehnepoor et al., 2022)

The evaluation results presented by Shehnepoor et al. (2022) showcase a 
5% accuracy increase in Trip Advisor reviews and a 7% accuracy increase in 
Yelp reviews. Interestingly, experiments with a smaller subset of training data 
combined with augmented data are as effective as the full-sized datasets. A 
future direction in ScoreGAN would be to combine text features with other 
features, such as metadata (Shehnepoor et al., 2022).
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Besides generating fraudulent reviews, social bots manipulate public 
opinions on different topics, accounts, and topics and spread malicious 
content. Due to the negative impacts that social bots impose, detecting and 
removing such fake accounts from social networks is nowadays crucial., It 
may lead to even more severe issues when the data generated by bots are 
more than those generated by genuine accounts because of the class imbal-
ance issue. Wu et al. (2020) introduce an improved conditional GAN with a 
modified Gaussian Kernel Density Peak Clustering Algorithm (GKDPCA) 
to reduce noisy data generation and eliminate class imbalance within the 
data. The social bot detection framework uses a set of features: user-based, 
content and network. The use of Wasserstein distance with gradient penalty 
addresses the original conditional GAN model issues, which involve model 
collapse and the inability to control the category information in generat-
ed samples. As per the evaluation results, the improved cGAN outperforms 
three standard oversampling methods: random sampling (Liu et al., 2007), 
ADASYN (He et al., 2008) and SMOTE (Chawla et al., 2002) with a 97.56% 
of F1 score. As Wu et al. (2020) suggest, future work may head toward ma-
licious bot detection incorporating other behavioural patterns and feature 
sequences.

Apart from the above applications, GAN text data augmentation has 
been employed for phishing URL detection to synthesise the training data 
(Xiao et al., 2021; Lee et al., 2020; Anand et al., 2018). Stanton and Irissap-
pane (2019) present spamGAN for opinion spam detection that employs a 
semi-supervised GAN model.

5.1.5 Code-Switching Sentence Generation
Code-switching corresponds to the language changes in a given text. 

It may exist at the word or subword level when the editor writes different 
pieces in a text by changing it from one language to another. Chang et al. 
(2019) present an unsupervised GAN architecture to generate code-switch-
ing intra-sentences from monolingual data. Approaches to code-switching 
applications involve expensive human annotations and labelling speech data 
via transcription. (Chang et al., 2019) present a mechanism to generate such 
code-switching data without using any labelled data in the generator. Anoth-
er application of GAN-based augmentation for code-switching is proposed 
by Gao et al. (2019) to generate intra-sentential code-switching sentences 
based on monolingual data, which outperforms code-switching language 
models. The future direction of Gao et al. (2019) will be towards enhancing 
the translator and generator.
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5.1.6 Miscellaneous Applications
Large labelled dataset construction is a time-consuming process and 

requires domain expertise. Generative models with data augmentation are 
usually more sensitive to generating such categorically labelled data than 
complex manual annotation approaches. Most sentence generation models 
using GANs involve unlabelled texts, but it is also required to generate la-
belled data for a supervised classification task. There are two possible ways to 
perform this task: adding category information to the model or making the 
model generate a categorical sentence. The first approach loads the label in-
formation into the input representation. CS-GAN (Li et al., 2018) uses rein-
forcement learning, RNN and GAN-based category sentence generation to 
enlarge the original dataset. The sentiment analysis model by Li et al. (2018) 
performs well in supervised learning and shows the best performance with 
varying sentence lengths, even with smaller datasets with more categories.

Several other notable GAN application domains in text data augmenta-
tion include literary texts (Shahriar, 2022), multimodal news domain (Cadi-
gan et al., 2021), controlled text generation (Betti et al., 2020; Malandrakis et 
al., 2019), machine translation (Ma et al., 2022; Fadaee et al., 2017; Sennrich 
et al., 2016) and medical domain (Kasthurirathne et al., 2021; Guan et al., 
2018). These models either use GAN-synthesised data to mix with training 
data in pre-training or directly use the data generation alongside the training.

5.2 Critical Analysis of the Literature
Table 1 illustrates several applications of GAN text data augmentation in 

recent research in areas such as sentiment analysis, low resource language 
generation, fraud detection, code-switching sentence generation, and med-
ical text generation, with a summary of approaches and future directions. 
Most models use SeqGAN architecture (Yu et al., 2017) with a few modifi-
cations in optimising the loss function. In category or label-based training, 
SentiGAN models Wang and Wan (2018) are adopted by providing label in-
formation and input features. Some of the models employ multiple genera-
tors or multiple discriminator architectures as well. Although not directly 
supporting text generation, Xiao et al. (2021) use Vanilla GAN to generate 
data GAN synthesised URLs. Future researchers could investigate enhancing 
these applications with a better combination of various features, enhancing 
training stability, extending to other languages, and building different GAN 
architectures.
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Application GAN Architecture Approach Suggested Future 
Directions

Sentiment Anal-
ysis

C-GAN
(Gupta 2019)

Conditional GAN to 
augment data for senti-
ment classification with 
a generator, a discrim-
inator, and a baseline 
classifier

Apply other GAN 
variants

Seq-GAN
(Luo et al., 2021)

Penalty-based SeqGAN 
to generate high-quality 
synthesised data

Use framework for 
other text domains

G2S-AT-GAN
(Chen et al., 2021)

Knowledge-graph-based 
rumour data augmen-
tation (GERDA) and 
attention-based graph 
convolutions network 
with GAN

Address the prob-
lem of rumour 
data imbalance

TransGAN
(Shang et al., 2021)

RoBERTa model en-
hanced by a transform-
er-based GAN

Test the applicabil-
ity of other data-
sets and cross-do-
main adaptation

Code-Switching 
Sentence Gener-
ation

Unsupervised GAN
(Chang et al., 2019)

Unsupervised method 
to generate intra-sen-
tential code-switching 
sentences using GAN

Improve transla-
tion accuracy

CS-GAN
(Gao et al., 2019)

Bert-C-based generator 
and discriminator

Generate a longer 
sequence of
foreign words

Low-Resource 
Language Gener-
ation

QuGAN
(Sun et al., 2019)

Tibetan question-an-
swering corpus genera-
tion combining Qua-
siRNN and GAN

Increase the accu-
racy in generated 
corpus and add 
argument function 
and Tibetan gram-
mar function

Senti-GAN
(Carrasco et al., 
2021)

Sentimental GAN to 
generate sentences 
to overcome the data 
scarcity of the annotated 
Arabic regional dialects

Generate coun-
try-level dialects 
with data augmen-
tation

Lexical Controlled 
GAN
(Mi et al., 2021)

Lexical constraint-based 
GAN to generate loan-
words

Improve robust-
ness of loanword 
identification with 
data augmentation

Table 1: Summary of GAN Text Augmentation Approaches
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Application GAN Architecture Approach Suggested Future 
Directions

Fraud Detection Fake-GAN
(Aghakhani et al., 
2018)

Use two discriminator 
models and one genera-
tive model

Comparison with 
state-of-the-art 
supervised tech-
niques

Vanilla GAN
(Xiao et al., 2021)

Use GAN-synthesised 
URLs to balance the 
datasets of legitimate 
and phishing URL

Explore the evolu-
tion pattern of the 
phishing websites

Phish-GAN
(Lee et al., 2020)

Use GAN to generate 
images of hieroglyphs 
conditioned on non-
homoglyph input text 
images

Extend to other 
languages, such 
as Chinese and 
Korean

C-GAN
(Wu et al., 2020)

Improve the CGAN 
convergence issue by 
Wasserstein distance 
with a gradient penalty

Focus on malicious 
social bot detection

Semi-Supervised 
GAN
(Fadhel and Nyarko 
2019)

Semi-supervised ad-
versarial learning with 
discrete elements

Analysing the 
performance when 
incorporating the 
Movers distance 
measure

Score-GAN
(Shehnepoor et al., 
2022)

Incorporate scores 
through IGM into the 
loss function

Combine text fea-
tures with other be-
havioural features

Medical Text Gen-
eration

Seq-GAN
(Kasthurirathne et 
al., 2021)

Generate synthetic free-
text medical data with 
limited reidentification 
risk

mtGAN
(Guan et al., 2018)

Generate synthetic 
texts of EMRs using 
reinforcement learn-
ing-based GAN

Explore hidden 
representations of 
medical texts

Table 1 (Continued): Summary of GAN Text Augmentation Approaches

6. Current Challenges and Future Research
The systematic review of GAN-based text data augmentation presented 

in this paper shows that many proposed frameworks for GAN-based text 
data augmentation still suffer from a lower accuracy for the classification 
tasks and the generation of grammatically incorrect long-textual data (Luo 
et al., 2021).
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Evaluating the quality of the generated data is another potential gap in 
current research since there is a relatively lower number of attempts focus-
ing on text data augmentation. There is still room for research on why and 
how data augmentation techniques provide accuracy improvements with a 
notion of in-depth theories and principles. In semantic classification meth-
odologies involving data augmentation, it will be interesting to observe the 
impact of fake data generated on the opposition class via GANs to observe 
whether it will improve the model accuracy.

7. Conclusion
The paper provides a background study to showcase the recent research 

on GAN models as a text data augmentation tool. We used the PRISMA 
framework to ensure a non-biased and efficient paper search. With the no-
tion of academic aspirations around data augmentation and GAN mod-
els, the paper presents a close view of applications spanning from sentence 
generation, addressing low resource languages, sentiment analysis and text 
analysis. Future directions in this area will further explore generating data 
distribution similar to but different from the original to reduce overfitting 
scenarios and new metrics to evaluate such text generation.
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Abstract
Non-textual document elements such as charts, diagrams, algorithms and ta-

bles play an important role to present key information in scientific documents. 
Recent advances in information retrieval systems tap this information to answer 
more complex user queries by mining text pertaining to non-textual document 
elements from full text. Algorithms are critically important in computer science. 
Researchers are working on existing algorithms to improve them for critical ap-
plication. Moreover, new algorithms for unsolved and newly faced problems are 
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under development. These enhanced and new algorithms are mostly published in 
scholarly documents. The complexity of these algorithms is also discussed in the 
same document by the authors. Complexity of an algorithm is also an important 
factor for information retrieval (IR) systems. In this paper, we mine the relevant 
complexities of algorithms from full text document by comparing the metadata of 
the algorithm, such as caption and function name, with the context of the paragraph 
in which complexity related discussion is made by the authors. Using the dataset 
of 256 documents downloaded from CiteSeerX repository, we manually annotate 
417 links between algorithms and their complexities. Further, we apply our novel 
rule-based approach that identifies the desired links with 81% precision, 75% recall, 
78% F1-score and 65% accuracy. Overall, our method of identifying the links has 
potential to improve information retrieval systems that tap the advancements of full 
text and more specifically non-textual document elements. 

Keywords: algorithm search, algorithm complexity, information retrieval, 
non-textual document elements (NTDE)

1. Introduction
Academic literature is growing exponentially in last two decades and 

flourishing in an unprecedented pace, which has brought new challenges to 
information retrieval research (Khan, Liu, Shakil and Alam, 2017). Non-Tex-
tual Document Elements (NTDEs) such as figures, charts, pseudo-codes, 
and tables are very common in scientific documents, and they are vital ele-
ments for communicating the key information. These elements are sometime 
placed at the start or at the end of the page instead of following the flow of 
document text, and the discussion about these elements may or may not be 
on the same page, the discussion about these elements mostly has the ref-
erence of the caption of the entity. Sometimes, these elements are referred 
multiple times in different sections of the scholarly document.

Algorithms are well-defined methodologies to solve the problems and 
they are important in every field of science and technology. There are many 
features of an algorithm such as correctness, elegance, efficiency and scal-
ability. Efficiency of an algorithm is defined as complexity of algorithm, and 
it is based on time and space. The main aim of estimating the complexity 
of algorithms is to categorize them according to their efficiency. Complexity 
of algorithm is described asymptotically using three types of notations as: 
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(1) O-notation (big oh notation) used for upper bound, (2) Ω-notation (big 
omega notation) used for lower bound and (3) Θ-notation (big theta nota-
tion) used for tight bound. We have used these asymptotic notations to iden-
tify the complexity lines in full text scholarly documents.

Scholarly publications host a tremendous number of high-quality algo-
rithms, developed by professionals and researchers. Normally, when new al-
gorithms are published, or existing algorithms are enhanced, their time and/
or space complexities are also discussed in the same document by the au-
thors. Most of the time authors are not working on algorithms or not trying 
to improve existing ones, they are publishing the algorithms that they have 
used in their research, and sometimes they do not discuss the complexity of 
the algorithm because it is well-known, or because they do not focus on it.

The complexities of an algorithm (for time and space) can be identified 
from the document by analyzing the context of the paragraph in which the 
complexity is mentioned, and the metadata (such as the algorithm caption 
and the algorithm label) of the algorithm extracted from the same document.

Our Research Contributions. In this research, our contributions are as 
follows:

•	 Identification of algorithmic complexity lines in full text document 
using regular expressions and synopsis generation for each complex-
ity line.

•	 Algorithmic metadata compilation of algorithms – normally, there 
are multiple algorithms in a scholarly document and the metadata of 
each algorithm are compiled separately.

•	 Linking complexity related textual lines to algorithmic metadata us-
ing a novel rule-based approach.

In Section 2, we have discussed related work. In Section 3, a dataset is 
described, and a system model of our research is discussed in Section 4. Ex-
periments and their results are given in Section 5 and Section 6 concludes the 
research with future suggestions.

2. Literature Review аnd Related Work
Many algorithms are being published in research articles on a monthly 

and yearly basis (Bhatia, Tuarob, Mitra and Giles, 2011). Hundreds of articles 
are published and/or added to digital archives on a monthly and yearly basis 
and the arXiv1 has crossed the boundary of 1.3M full text publications, which 
shows the importance of this research.
1 https://arxiv.org/stats/monthly_submissions.
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2.1 Algorithmic Representations
Normally, algorithms are explained in pseudo-code (PC) (as shown in 

Figure 1), in natural language as algorithmic-procedure (AP) (as shown in 
Figure 2), in mathematical formatting (as shown in Figure 3) or in coding 
style (as shown in Figure 4) (Tuarob, Bhatia, Mitra and Giles, 2016). Algo-
rithms can be implemented in any programming language. There are a num-
ber of document elements in a scholarly document such as figures (Siegel, 
Horvitz, Levin, Divvala and Farhadi, 2016), tables (Liu, Bai, Mitra and Giles, 
2007), forms (Coüasnon and Lemaitre, 2014), algorithms (Bhatia, Mitra and 
Giles, 2010) mathematical expressions (Baker, Sexton, Sorge and Suzuki, 
2011) (Zanibbi and Blostein, 2012), programing codes and a number of tex-
tual sections such as abstract, acknowledgments (Khabsa, Treeratpituk and 
Giles, 2012), collaborations (Chen, Gou, Zhang and Giles, 2011), methodol-
ogy, results (e.g., precision, recall, or F-measure), conclusion and references. 
Algorithms are normally given as figures (Bhatia and Mitra, 2012), in math-
ematical formatting, in coding style, or sparse boxes like other document 
elements (Tuarob, Bhatia, Mitra and Giles, 2013).

2.2   Information Retrieval Systems and Algorithms
Information retrieval (IR) is a technique for searching required or rele-

vant information form exiting data (Wang, 2009). There are several search 
engines to search for academic literature such as Google Scholar2, Micro-
soft Academic3, PloS One4, Semantic Scholar5, Science Direct6, ACM Digital 
Library7 and CiteSeerX8, an academic document search (Wu, et al., 2015). 
There are also some search engines that are optimized for a specific area 
of science such as BioText Search Engine9 which is optimized for bioinfor-
matics related search (Hearst, et al., 2007). There are some other IR systems 
such as TableSeer for searching tables in digital libraries (Liu, Bai, Mitra and 

2 https://scholar.google.com/.
3 https://academic.microsoft.com/.
4 http://journals.plos.org/plosone/.
5 https://www.semanticscholar.org.
6 https://www.sciencedirect.com/.
7 https://dl.acm.org.
8 http://citeseerx.ist.psu.edu/index.
9 http://biosearch.berkeley.edu/
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Giles, 2007), AckSeer for acknowledgments (Khabsa, Treeratpituk and Giles, 
2012), CollabSeer for collaborations (Chen, Gou, Zhang and Giles, 2011), 
FigureSeer for figures (Siegel, Horvitz, Levin, Divvala and Farhadi, 2016) 
and AlgorithmSeer for searching algorithms in scholarly big data (Tuarob, 
Bhatia, Mitra and Giles, 2016). 

Efficient algorithms are critically important and sometime crucial for cer-
tain software projects. Nowadays, there are a number of source code search 
engines for software developers and researchers to find relevant source code 
according to their requirements. Information retrieval systems for algo-
rithms in scholarly documents are improving in past recent years to fulfill 
the search queries by providing relevant information such as Sourerer (Ba-
jracharya, Ossher and Lopes, 2009) and Exemplar (EXEcutable exaMPLes 
ARchive) (McMillan, Grechanik, Poshyvanyk, Fu and Xie, 2012).

In recent years, a few attempts have been made to extract non textual 
document elements such as figures, tables, algorithms and charts (Al-Zaidy 
and Giles, 2017), (Tuarob, Bhatia, Mitra and Giles, 2013), (Safder, Hassan 
and Aljohani, 2018). These techniques are actively applied for effective doc-
ument summarization to improve the existing IR systems. A customized 
search engine AlgorithmSeer is designed for algorithms searching from full 
text articles (Tuarob, Bhatia, Mitra and Giles, 2016). This system uses some 
rule-based and machine learning based techniques for automatic extraction 
of algorithms from full text articles, then it creates a specialized algorithmic 
summary of a document to match against a user search query.

Moreover, to mine information from results figures present in scholar-
ly articles, FigureSeer, a specialized results figure extractor system has been 
presented (Siegel, Horvitz, Levin, Divvala and Farhadi, 2016). The designed 
system leveraged the deep learning-based techniques to identify, class an im-
age as results image. Further, the system mines the information presented 
on these figures to design a results figure search engine. Likewise, another 
system Deep-Figures has implemented a similar kind of system using super-
vised neural network-based technique (Siegel, Lourie, Power and Ammar, 
2018). Table search system is also a very prominent work to retrieve complex 
tables against user queries from massive repositories (Nargesian, Zhu, Pu 
and Miller, 2018). Additionally, linking these document elements (table, fig-
ure, algorithms) with their discussions or reference sentences written in the 
full body text of an article has its own significance. This additional informa-
tion about a document element can help to understand its context instead of 
reading and scrolling the whole paper (Bhatia and Mitra, 2012).
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Figure 1: Example of Pseudo-Code (PC) (Jung, Elmallah and Gouda, 2007)

Figure 2: Example of Algorithmic Procedure (AP), from (Stewart and Callan, 2009)

Figure 3: Example of Mathematical Formatting (Ratliff and Bagnell, 2007) 
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Figure 4: Example of Coding Style Algorithm 
(Marron, Stefanovic, Hermenegildo and Kapur, 2007)

Generally, run time complexity related to an algorithm is mentioned in the 
full body text of a document as algorithmic metadata. In order to find out the 
above-mentioned complexities of an algorithm, we need to link the algorithm 
and the paragraphs in which the complexity of that algorithm is discussed. 
Recently, a few techniques have been designed to extract evolution results lines 
related to an algorithm from full text articles (Safder, Sarfraz, Hassan, Ali and 
Tuarob, 2017). However, to the best of our knowledge no work has been done 
to find run time complexities and to link these run time complexities with 
their respective algorithm in full text scholarly publications.

 2.3 Algorithm Detection in Scholarly Documents
A number of rule-based, machine learning-based, and deep learn-

ing-based methods have been designed for detection and extraction of algo-
rithms from full-text scholarly documents (Tuarob, Bhatia, Mitra and Giles, 
2016), (Safder, Sarfraz, Hassan, Ali and Tuarob, 2017), (Safder, Hassan and 
Aljohani, 2018), (Lai, Xu, Liu and Zhao, 2015). Detection of an algorithm in 
a document is the first step, the aim is to make it retrievable on users’ que-
ries. For IR system algorithms metadata are needed, therefore caption lines, 
indication sentences, function names or algorithm labels are extracted from 
documents related to the algorithms for metadata.

Results related to algorithmic evaluation performance such as precision, 
recall, F-measure and accuracy are also extracted from the same documents 
to improve results for developers and researchers. Complexity of algorithm 
is also an important factor for IR systems; currently it not directly used in 
IR systems as effectively as it is important. We aim to improve the feature 
of time and space complexity identification from scholarly documents in 
our research. In this paper, we designed a mechanism to identify complexity 
lines and then to link these complexity lines with their relevant algorithm.
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3. Data аnd Limitations

There are over 100 million scholarly documents in the English language on 
the web in different fields (Khabsa and Giles, 2014), most of which are indexed 
by digital libraries. For our research we have selected a small dataset of 258 
documents, as discussed below.

Data. The dataset is selected from (Safder, Sarfraz, Hassan, Ali and Tuarob, 
2017), which consists of 258 documents originally selected from the CiteSeerX 
repository (Tuarob, Bhatia, Mitra and Giles, 2016), and has 37,000 lines of text. 
The data is manually labeled: 2,331 lines for algorithmic efficiency and 80 lines 
for algorithmic time complexity. There are some limitations to using this data-
set which are discussed in Section 3.2. We use algorithmic metadata lines tag-
ging as given in the section below10. Data is also tagged for the following type of 
lines related to algorithmic metadata (as shown in Figure 5): pseudo-code lines, 
pseudo-code caption lines, function name, algorithm label, indication sentence, 
algorithm section header, explanation sentence and proposal sentence. We use 
tagging to identify algorithms and their metadata, and then we compare this 
metadata with the paragraph in which the complexity is mentioned.

There are 142 documents in the dataset, in which we found algorithms and 
other tagged lines related to algorithms (tagging is listed above). There are 62 
documents in which we found complexity lines, and only 47 documents in 
which algorithms, an algorithm’s related tagged lines and complexities coexist. 

Reference Document Preparation. A reference document is prepared 
manually, by using those 47 documents, in which both algorithms and com-
plexities are found. 471 relations are identified between algorithms, and their 
time and space complexities in 35 documents out of 47 documents. This data-
set is used for results, comparisons and calculations.

Frequent Keywords Set. Frequent Keywords (FK) are extracted from algo-
rithmic metadata lines and are used in matching the synopsis of the complex-
ity line and the algorithmic metadata. The weightage of frequent keywords is 
less than normal keywords, as given in the following Inequality 1:

Wf < Wn (1)

Where Wf is frequent keywords and Wn is normal or non-frequent key-
words.

As frequent keywords are those keywords which are used more commonly 
than other, normal keywords, they have a smaller relative impact on finding 

10 The data and code used in this research can be downloaded from the following URL: 
https://github.com/slab-itu/icadl_link_algo.

https://github.com/slab-itu/icadl_link_algo
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the relevance of complexity context and algorithmic metadata. The list of fre-
quent keywords is given in Table 1.

Figure 5: Algorithmic Metadata Lines 
(Kumar, Marathe, Parthasarathy and Srinivasan, 2004)

Cue words. We have used two lists of cue words (CW), one for com-
plexity context and the other for the identification of common asymptotic 
growth rate function names. Cue words for complexity context are listed in 
Table 1. Cue words to identity common functions growth rate of asymptotic 
bounds are also listed in Table 1. Cue words are used to weigh the compari-
son between complexity and the algorithm; they are also used to identify the 
asymptotic function names of complexity.

WordNet Library. We used WordNet11 library in Python for synonyms 
and semantically related terms along with original keywords to compare the 
context of the paragraph in which complexity is discussed and the algorith-
mic metadata, such as caption lines, indication sentences, function names or 
algorithm labels.

11 https://wordnet.princeton.edu.
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Table 1: Frequent Keywords Set, Cue Words for Complexity Context and for 
Common Complexity Functions

Sr. Frequent Keyword Cue Word for Complexity 
Context

Cue Word for 
Common Complexity 
Functions

1 algorithm algorithm polynomial

2 figure complexity poly

3 procedure time complexity constant

4 fig space complexity linear

5 method run time sublinear

6 following best case quadratic

7 steps worst case cubic

8 code pseudocode logarithmic

9 program computational time linearithmic

10 class efficiency exponential

11 function optimal solution parallel

12 search performance factorial

13 example approximation

14 based

15 sequence

16 given

17 skeleton

18 table

19 using

20 main

21 set

22 list

23 pseudocode

24 described

25 problem
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3.1 Pre-Processing
There are certain limitations in our dataset, some of which are dis-

cussed in this section. 

3.1.1 PDF to TXT conversion
While extracting plain text from pdf documents, complex functions 

of complexity was not handled, and they are hard to identify in text doc-
ument (as shown in Figure 6). Some words are not converted properly; 
most of them are special words such as the name of algorithm or key-
words closely related to algorithmic metadata. The critical thing is that 
asymptotic notations are not converted properly, as can be observed in 
line 16 of the text document – “O” is translated to “Cl” – and because of 
this issue our regular expression will fail to identify the complexity line. If 
complexity line identification fails, then it will also fail to link that line to 
any algorithm as it is the base case for further processing.

3.1.2 Algorithmic Metadata Tagging
As we are using a dataset which is already tagged for algorithmic 

metadata, our results are dependent upon how accurately the metadata is 
tagged. Accuracy of algorithmic metadata tagging is 76% with 79% preci-
sion, 77% recall and 77% F1 scores from (Safder, Sarfraz, Hassan, Ali and 
Tuarob, 2017).

3.1.3 Multiple Complexity Lines Association
Sometimes multiple algorithms are described in a document or mul-

tiple versions of the same algorithm are given, and the complexity of all 
the algorithms or all versions of the algorithms are discussed in the same 
paragraph or sometimes in a table (as shown in Figure 7), so it is hard 
to distinguish which complexity line is related to which algorithm. For 
the tabular case, it may not associate any of the complexity lines to any 
algorithm because, when rendering the table from PDF to text, it may 
convert each cell of the table to a new line, and when we built the context 
of the complexity line, we only collect text from five lines before and after 
the complexity line. In the tabular case, this context will have only a few 
words, and this will not help to link it with algorithmic metadata. In this 
case, multiple complexity lines will be associated to an algorithm or mul-
tiple algorithms will be linked to same complexity line.
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Figure 6: PDF to Text Conversion Issues (Milidiú, Laber and Pessoa, 1999)

Figure 7: Complexities of Multiple Algorithms in a Table 
(Keogh, Chu, Hart and Pazzani, 2001)

3.2 Error Rate
The error rate of our results may be high because the error will multiply 

with all error rates, such as the error rate of the pdf to text extraction, the er-
ror rate of the algorithmic metadata tagging and the error rate of our model. 
It can be calculated from the given Equation 2.

ERtotal=ERpdfToText×ERtagging×ERourModel     (2)
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where ERtotal is the overall total error rate, ERpdfToText is the error rate of 
pdf to plain text extraction, ERtagging is the error rate of algorithmic metadata 
tagging and ERourModel is the error rate of our model.

4. Methodology
Complexity lines are identified, and their context is built. Similarly, al-

gorithmic metadata lines are extracted and combined for each algorithm. 
After that, by comparing both the complexity context and the algorithmic 
metadata, a reference file is created in which links between complexity lines 
and algorithms are listed. A high-level diagram of proposed system is given 
in Figure 8.

4.1 Complexity Line Identification and Context Building
We use regular expressions in Python to identify complexity lines in 

plain text documents, and asymptotic notation formats are used in the reg-
ular expressions for this purpose. After identification of complexity lines, 
we have built context of the line, which is identified as a complexity line, 
to build context – five lines before and after the complexity line are used. 
Tagged; lines for algorithmic metadata are ignored while building the con-
text. There are multiple complexity lines in the same document, and context 
of each complexity line is built separately.

The grammar for our Regular Expression (RE) which is used to detect 
complexity lines from text documents is given in Figure 9, and the Python 
notation is given below:

r'\b\d*[OΩΘω0]\(.*[nmk\d(log)(ln)].*\)'    (3)

There are two main parts of this regular expression: the first part is to 
detect asymptotic bound notations such as O, Ω, Θ and ω; the second part is 
enclosed in starting parenthesis “(” and closing parenthesis “)”, and between 
these there can be any complexity notation: n is mostly used for input size 
or data size and some other letters such as m and k are also used for the 
same purpose; \d is used for number in regular expressions, it is used here 
for power or constant value detection; sometimes complexity is defined in 
a logarithmic function, (log) and (ln) are used for logarithmic function de-
tection. All these special characters and symbols are enclosed in a starting 
bracket “[” and a closing bracket “]” to ignore their sequence and occur-
rence; case is also ignored to detect upper- and lower-case letters.
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4.2 Section Detection
The role of sections is very important when extracting relevant informa-

tion. In scientific documents, sections can be identified using section head-
ers and their boundaries (Tuarob, Mitra and Giles, 2015). In our case, if a 
complexity line lies in related work or background section, it may be related 
to an algorithm which is not discussed in the current document and the au-
thor may be comparing the complexities of different algorithms. If it is in 
the implementation or methodology section, then there are high chances 
that it is related to algorithms which are described in the current document. 
Similarly, if it is in the abstract, then chances are very high for that. If it is in 
future work, then it may be the desired complexity to achieve in future. If it 
is in a reference section then it will be ignored, because in this case it will be 
part of some other document’s title.

4.3 Algorithm Metadata Extraction and Compilation
As algorithmic metadata is the lines related to an algorithm’s descrip-

tion and definition, these lines have already been tagged in our dataset (e.g., 
caption lines and algorithmic labels). These algorithmic metadata lines are 
extracted from the plain text document and combined together. Most fre-
quent keywords are also calculated using the frequency of the keywords in all 
documents. In some documents there are multiple algorithms; the metadata 
of each of them is combined separately.

4.4 Comparison of an Algorithm’s Metadata and Context of Complexity
We have built algorithmic metadata using tagged lines from plain text 

document, identified complexity lines and built their context from the same 
document, as shown in Figure 10. We then compare both of them and use a 
probabilistic method to compare algorithmic metadata and complexity line 
context. We have also used weights for direct keywords matching and syn-
onyms and semantically related terms. Synonyms and semantically related 
terms have been extracted from WordNet library using Python. 

Weights for direct keywords are higher than for synonyms and semanti-
cally related terms and weights for the most frequent terms are lower than 
for the less frequent terms in algorithmic metadata. By combining both mea-
sures, the following Inequality 4 is applied for matching keywords:

W1 > W2 > W3 > W4  (4)

where W1 is for direct non-frequent keywords, W2 is for direct frequent 
keywords, W3 is for synonyms or semantically related non-frequent key-
words and W4 is for synonyms or semantically related frequent keywords.
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Figure 8: High-Level Diagram of Proposed System
 

Figure 9: Grammar for Algorithmic Complexity

Figure 10: Comparison of Algorithm’s Metadata and Context of Complexity
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4.5 Reference or Association File for Algorithm and Complexity Re-
lations

A reference file is created to save the links between complexities and algo-
rithms. As an algorithm can be linked to more than one complexity line and 
one complexity line can be associated with more than one algorithm, we have 
created a dataset for associations or links between algorithmic metadata and 
complexity lines. In this dataset we have saved the line numbers of the com-
plexity lines with the text of the line and the line numbers of the algorithmic 
metadata with the metadata itself. Some other fields have been added in this 
dataset, such as number of keywords in algorithmic metadata, percentage of 
matching keywords and cue words that are matched in complexity context 
(both for complexity context and asymptotic function). We have saved this 
dataset to a file called reference or association file and this file will be used for 
ranking and indexing the algorithms for IR systems.

5. Experiments аnd Results
We have done a number of experiments on data to improve our results 

by changing matching percentage of algorithmic metadata with complexity 
synopsis-built form complexity context and with and without considering 
frequent keywords set and cue words for complexity context and asymptotic 
growth function names. We have also selected some feasible thresholds using 
experimental results to improve our results. Some of these experiments and 
their results are discussed in this section. Graphs for threshold values selec-
tion, ROC curves and precision-recall covers are also given.

Figure 11: Results without Cue Words for Threshold Selection
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5.1 Threshold Selection
Thresholds for matching the percentage ratio of algorithmic metadata 

and the complexity synopsis are selected using precision, recall, F1-score and 
accuracy data for all threshold values from 0 to 100 percent.

Graphs for all thresholds are also shown in Figure 11 and Figure 12. In 
both figures recall is very high at the beginning but goes down as we increase 
the value of the matching percentage; for the precision value it is low at the 
beginning but grows when we increase the value of the matching percentage. 
It is because almost all true links are identified when the percentage is low, 
but the false links identification ratio is also very high at a low matching per-
centage. Similarly, at a very high matching percentage only a few true links 
are identified but the false links identification ratio is also negligible. At the 
point where precision and recall curves intersect, the ratio of true prediction 
is maximum. 

F1-score and accuracy are low at the beginning, then they grow up to  
some point (near the intersection of precision and recall curves), and then 
they go down again, because F1-score is the harmonic average of precision 
and recall and accuracy is the ratio of correctly identified instances to the 
total number of instances.

Percentage threshold without using cue words is selected as 50 percent by 
using results of precision, recall, F1-score and accuracy, as shown in Figure 
11, in which the intersection of precision, recall and F1- score curves is near 
50 percent. Similarly, percentage threshold for with using cue words is select-
ed as 55 percent by using results of precision, recall, F1-meaure and accuracy, 
as shown in Figure 12. Similarly in this figure the intersection of precision, 
recall and F1-score curves is near 55 percent. These thresholds are used in 
our experimental setup, which is given in the next sections.

Figure 12: Results with Cue Words Threshold Selection



JC
A

L
  •

  V
O

L
U

M
E

 1
  •

  2
0

2
3

56

Abu Bakar • Raheem Sarwar • Saeed-Ul Hassan • Raheel Nawaz

5. 2 Experimental Setup
We always learn from our experiments, and we have done several ex-

periments on our data to improve our results, but as we discussed earlier, 
there are some limitations in our data and model, so we can only achieve 
our results up to some possible level. Four experiments are discussed in the 
following sections.

Table 2: Truth Table, 50% Matched, with No-Frequent Keywords 
and No-Cue Words (NFNC50)

Measures Value

Total True 471

True matched 365

False matched 189

True and False Both matched 554

Not matched 106

Total 660

5.2.1 Experiment 1
In the first experiment, we used a matching percentage ratio of algo-

rithmic metadata up to 50 percent, and in this experiment, we complete-
ly ignored the cue words and the frequent keywords from the algorithmic 
metadata. We named this experiment NFNC50 (No-Frequent keywords and 
No-Cue words with 50% threshold). Results for experiment 1 are summa-
rized in Table 2.

5.2.2 Experiment 2
In the second experiment, we used a matching percentage ratio of algo-

rithmic metadata up to 50 percent, and in this experiment we ignored the 
cue words, but we used frequent keywords from the algorithmic metada-
ta. Frequent keywords are considered as low weighted in this case, frequent 
keywords set is generated from algorithmic metadata as discussed in Section 
3.1.2. We named this experiment FNC50 (Frequent keywords and No-Cue 
words with 50% threshold). Results for experiment 2, are summarized in 
Table 3.
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Table 3: Truth Table, 50% Matched, with Frequent Keywords 
and No-Cue Words (FNC50)

Measures Value

Total True 471

True matched 359

False matched 104

True and False Both matched 463

Not matched 112

Total 575

5.2.3 Experiment 3
In this experiment, we used matching percentage ratio of algorithmic 

metadata along with cue words, greater than 55 percent, and, we added the 
cue words matching ratio for the overall percentage. Frequent keywords are 
also considered low weighted in this case. We named this experiment FC55 
(Frequent keywords and Cue words with 55% threshold). Results for this 
experiment are summarized in Table 4.

Table 4: Truth Table, 50% Metadata Matched Overall with Cue Words (FC55)

Measures Value

Total True 471

True matched 355

False matched 111

True and False Both matched 466

Not matched 116

Total 582

5.2.4 Experiment 4
In this experiment, we used a matching percentage ratio of algorithmic 

metadata up to 50 percent separately, and we added the cue words matching 
ratio after that. In other words, we combined the conditions of the second 
and the third experiment, and in this way, the results were maximized. We 
named this experiment FNC50FC55. Results for this experiment are sum-
marized in Table 5.
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Table 5: Truth Table, 50% Metadata Matched and 55% Overall with Cue Words 
(FNC50FC55)

Measures Value

Total True 471

True matched 354

False matched 86

True and False Both matched 440

Not matched 117

Total 557

5.3 Calculations
Results are calculated using standard formulas as discussed in this sec-

tion.
5.3.1 Precision
Precision is defined as the ratio of correctly identified instances to the 

total predicted positive instances. The equation to calculate precision is given 
as follows:  

Precision =    
                                                                             (5)

The worst precision is recorded for experiment 3 (FC55), which is 61 per-
cent, and the best precision is yielded by experiment 4 (FNC50FC55), which 
is 81 percent.

5.3.2 Recall
Recall is defined as the ratio of correctly identified instances to all actual 

observations in the data; it is also called ‘sensitivity’. Recall is calculated using 
the following equation:

Recall =                                           (6)

Experiment 1 (NFNC50) yielded the best recall, which is 77 percent, and 
the worst recall is recorded for experiment 3 (FC55), which is 75 percent.

F1 Score
It is the harmonic average of precision and recall, as given below:

F1 Score =                                                  (7)

True and False Both Matched (TP+FP)
True matched (TP)

True matched (TP)
Total True (TP+FN)

(Recall + Precision)
2*(Recall * Precision)
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F1 score is more useful than accuracy. The best F1 score is yielded by 
experiment 4 (FNC50FC55), which is 78 and the worst F1 score is yielded by 
experiment 3 (FC55), which is 67 percent.

Accuracy
Accuracy is the most common measure to check the performance of re-

sults; it is the ratio of correctly identified instances to the total number of 
instances, as given below:

				  

Accuracy =                                                     (8)

The best accuracy is yielded by experiment 4 (FNC50FC55), which is 65 
and the worst accuracy is yielded by experiment 1 (NFNC50), which is 56 
percent.

Results
Results are shown in Table 6, as in our first experiment we did not use 

frequent keywords from algorithmic metadata and cue words for complexity 
context and asymptotic function names are completely ignored. Recall was 
maximum, which is 77%, but accuracy is low. In other words, in this case 
maximum actual links are identified but false results ratio is also high. 

In the second experiment we have considered only frequent keywords 
for matching weights and we see that results are improved, as precision was 
improved from 66% to 78% and accuracy – from 56% to 64%; however, recall 
was down from 77% to 76%, 

In our third experiment, we have also considered the cue words along 
with frequent keywords to evaluate the weights and increase the matching 
percentage threshold from 50% to 55%. In this case results were not im-
proved, as we can see in the third row of Table 6. 

In our last experiment, we have combined the conditions and thresholds 
of the second and third experiment. By doing this we got maximum results, 
as precision is improved significantly; F1 score and accuracy is also maxi-
mized in this case. Finally, we have achieved 81% precision, 75% recall, 78% 
F1-score and 65% accuracy.

Precision, recall, F-measure and accuracy for linking the algorithm and 
complexity line for the different experiments are given in Table 6.

True matched (TP+TN)
Total (TP+FP+FN+TN)
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Table 6: Precision, Recall, F-measure and Accuracy for Algorithm and Complexity Line 
Linking

Name Method Precision Recall F1 Score Accuracy

NFNC50
50% matched with no 
frequent keywords and no 
cue words

0.66 0.77 0.71 0.56

FNC50
50% matched with fre-
quent keywords and no 
cue words

0.78 0.76 0.77 0.64

FC55 55% matched metadata 
and cue words overall 0.61 0.75 0.67 0.62

FNC50FC55 Combination of the second 
and the third experiment 0.81 0.75 0.78 0.65

5.4.1 ROC and Precision-Recall Curves
Receiver Operating Characteristic (ROC) curves are shown in Figure 13, 

in which we can see that the area under the curve for NFNQ50 is 0.90, which 
is the maximum among the other curves because recall for this experiment 
was maximum.

Precision-Recall curves are shown in Figure 14. As can be seen that the 
areas under curves for all three experiment 2, 3 and 4 are almost same be-
cause recall for these experiments is almost the same, and the area under the 
curve for experiment 1 (NFNQ50) is the minimum.

Figure 13: ROC (Receiver Operating Characteristic) Curves



61

EXTRACTING ALGORITHMIC COMPLEXITY IN SCIENTIFIC LITERATURE...

Figure 14: Precision-Recall Curves

6. Conclusion аnd Future Work

6.1 Concluding Remarks
Linking non-textual document elements (NTDEs), such as charts, di-

agrams, pseudocodes and tables to their relevant paragraph in a scholarly 
document is a critical process to improve the relevant results for IR systems 
which are mainly focused on this type of search. In this research we have 
focused on algorithms and their complexities linking using complexity lines 
synopsis.

Scientific publications host a tremendous number of high-quality algo-
rithms developed by professional researchers. In this paper we have linked 
the complexity lines and the algorithmic metadata in the same scientific doc-
ument. We have used keywords from algorithmic metadata and a synopsis 
generated from five lines before and after the complexity line. Complexity 
of algorithms, for both time and space, is the main concern of developers 
and researchers. Currently, IR systems for algorithmic search did not directly 
consider relevant complexity of algorithms to rank and order the results. 

In our research, a frequent keywords set and two cue words sets have 
been used to improve our results. Precision, recall, F1-meaure and accura-
cy graphs have been used for thresholds selections. Complexity lines have 
been identified by regular expressions with the use of asymptotic notations. 
WordNet library has been used for synonyms or related terms. A reference 
file has been manually annotated for results and comparisons. An associated 
file has been created to save the links between the complexity lines and their 
corresponding algorithms. A number of experiments have been performed 
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with different combinations of frequent keywords, cue words, synonyms or 
related terms, and thresholds selections for metadata comparison. We have 
improved our results by combining the best performing experiments.

Future Work
In the future we can use similar linking methodology to link different 

non-textual document elements, such as figures, tables and charts to their 
relevant paragraphs in the same document. By using our methodology, we 
can extract and catalogue relevant algorithms and can introduce several ex-
citing applications including discovering new or enhanced algorithms or 
analysing different versions of an algorithm. We can also improve algorith-
mic information retrieval systems by using the complexity of algorithms to 
index and rank the algorithmic search results. An AI enabled search engine 
architecture is used in (Safder, Hassan and Aljohani, 2018) and (Safder and 
Hassan, 2018), where an EMD embedded model is used to improve relevant 
information retrieval, which is a RCNN based model; we can use our algo-
rithmic metadata and complexity lines context to improve this search engine.
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ANALYSIS OF BULGARIAN CHILD SPEECH 
DATA USING CHILDES AND CLAN

Velka Popova1, Dimitar Popov1
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Abstract
The present paper focuses on the possibilities offered by corpus linguistics in the 

study of child speech, with its specificities as a linguistic phenomenon. An attempt is 
made to highlight the advantages of the CHILDES system for studying spontaneous 
speech interaction in the Bulgarian corpus of child language (Bulgarian LabLing 
Corpus), in which the data are transcribed and annotated within this paradigm.

Keywords: CHILDES, CLAN, Bulgarian LabLing Corpus

1. Introduction
In recent decades, linguistic resources organised as corpora, have been 

increasingly used in the modelling of language and speech behaviour of its 
speakers, despite the fact that the creation and maintenance of computerised 
corpora is extremely laborious and costly. Modern technologies required 

https://doi.org/10.33919/JCAL.23.1.3
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a new, more effective standard for data presentation and processing. They 
made it possible to extend the scope of a corpus to millions of language items 
while also optimising the options for their annotation (linguistic analysis), 
unification, standardisation and repeated use. The magnitude of change in 
research is even more evident in the application of modern computer pro-
grammes for automatic processing of huge databases in the corpus approach 
to research in the field of humanities.

The present paper focuses on the possibilities offered by corpus linguis-
tics in the study of child speech, with its specificities as a linguistic phe-
nomenon. An attempt is made to highlight the advantages of the CHILDES 
system for studying spontaneous speech interaction in the Bulgarian cor-
pus of child language (Bulgarian LabLing Corpus), in which the data are 
transcribed and annotated within this paradigm. The corpus is available to 
researchers at:

 https://childes.talkbank.org/access/Slavic/Bulgarian/LabLing.html.

2. Corpus paradigm – necessity or fad in child language research
The proposed study addresses the question of whether the use of a corpus 

paradigm in studying child language is a necessity or a fad, having in mind 
that the creation of computerised corpora is an extremely costly and labori-
ous endeavour. There is the question if child language as a specific linguistic 
phenomenon is worthy of studying by means of sophisticated research tools. 
This in turn leads to the question whether we need to study child language 
at all, and what the advantages of the corpus paradigm are in comparison 
to some traditional approaches which have been used so far in the study of 
linguistic ontogenesis.

In the linguistics tradition there has been an enduring interest in the 
phenomenon of child language and this is not only for the sake of studying 
it or out of mere research curiosity. On the contrary, data about linguistic 
ontogenesis are in many cases the mandatory ‘external evidence’ for testing 
different hypotheses or theoretical constructs. Along with their importance 
for clarifying issues in linguistic typology and universals, these data are cru-
cial in resolving problems of early speech pathology and language teaching. 
In recent decades, in line with the fast developments in psycholinguistics 
and cognitive linguistics, child language has also proved to be the key to the 
hidden functioning of the human perceptive and cognitive faculties. In this 
way, the research of linguistic ontogenesis is part of the general tendency in 
modern linguistics to overcome isolated study of language for the sake of it 
and focus on human speech interaction.
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The importance of child language necessitates the creation of an adequate 
model of language ontogenesis, which in turn raises the question of the suit-
ability and (in)sufficiency of the approaches which can help debunk myths 
not only in linguistics, but also in psycholinguistics, and in the theory of lan-
guage learning. This in turn requires the use of relevant models and reliable 
empirical material.

Next comes the question of the methods for collecting sufficient quantita-
tive and qualitative empirical evidence for adequate study of child language. 
In this regard, it should be noted that ever since Charles Darwin, the corpus 
approach has been a major factor in the research on language ontogenesis. 
There is ample evidence in support of such an approach. 

Developments in technology over time have brought about a new quality 
of empirical data and the possibilities for their processing. Files and diaries 
have been replaced with electronic data of speech recordings, and the hard, 
intensive and exhausting work involved in the registration, transcription and 
statistical processing of data is now replaced by modern technology and soft-
ware products. The apogee of this evolutionary process is the creation of the 
CHILDES system. The typological diversity of the included linguistic data, 
the unified manner of transcription, and the package of programme resourc-
es CLAN for automatic processing, turn this system into an extremely useful 
and convenient research platform. In the following section of this paper we 
will use the example of the Bulgarian CHILDES-Corpus to demonstrate its 
tools for empirical verification of the models of language ontogenesis. We 
will look for an answer to the question of the role of the computerised CHIL-
DES system in overcoming difficulties associated with the specifics of child 
language.

3. Bulgarian resources of spontaneous child speech in CHILDES ter-
minology

In the autumn of 2020, a new addition appeared in the database of the 
CHILDES platform in its Slavic languages section, namely the Bulgarian 
LabLing Corpus. It appeared as a result of long years of work done by re-
searchers from LABLING. The corpus data are transcribed in the unified 
CHAT format of the CHILDES system (MacWhinney, 2010), which makes 
them comparable to the corpora in other languages in the platform. Long be-
fore the publication of the Bulgarian LabLing Corpus, the application and re-
liability of this base comprising speech data and information obtained from 
Bulgarian children was partially approbated in discussions and comparative 
analyses of Bulgarian and the other languages (in particular, German and 
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Russian), carried out in the sphere of cross-linguistic programme for exam-
ining the early adoption and mastering of the aspect (comp.: Kühnast et al., 
2004; Bittner et al., 2005). The corpus also stresses the empirical base and the 
multiplicity of particular research works on different aspects of the early-age 
ontogenesis of Bulgarian grammar. Bulgarian computarised empirical data 
have been used in the process of the empirical verification of the pre- and 
proto-morphology model (see: Popova, 2007; Popova, 2016).

The present study is based on the longitudinal subcorpus of the Bulgar-
ian LabLing corpus. This collection comprises spontaneous speech samples 
produced by five children aged between 1 and 3 years. In the core of the da-
tabase there are 47 hours of recordings. They are presented on the CHILDES 
platform in 104 files in CHAT-format.

4. How does CHILDES provide sufficient and reliable information 
needed for linguistic analysis?

The Bulgarian child language corpus was created by using the two main 
tools of the CHILDES system: the special format for transcribing and coding 
- CHAT, and the package of programmes for analysis - CLAN.

The file format in CHILDES is called CHAT and all files are saved as 
*.cha. For transcription and playback, the relevant part of CLAN is the edi-
tor. The editor uses most of the same conventions as Microsoft Word. How-
ever, unlike Word, it allows the researcher to link individual segments of the 
transcript directly to the audio or video media.

Within CHILDES the Bulgarian resources of spontaneous child speech 
are presented in the mandatory CHAT format (MacWhinney, 2000). It in-
cludes the following: 1. Title lines, containing information about the par-
ticipants in the dialogue, their age, date of birth, date and conditions of the 
recording; 2. The alternating utterances of the participants, formed as single 
lines and the accompanying comments, given as additional lines. The head-
ings were chosen by the researcher, and @Begin, @Participants and @End 
were left as mandatory, as in the following sample transcript:

@Begin
@Participants:	 ALE Alexandra Target_Child, VEL Velka Mother
@ALE’s birthdate:	 29-JAN-1989
@Date:	 27-MAR-1990
@Filename:	 al10129
@Age of ALE:	 1;01.29
@Situation:	 at home
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*VEL:	 [spoken material]
*ALE:	 [spoken material]
*VEL:	 [spoken material]
@End

For modern studies of early linguistic ontogenesis in the context of con-
structivism, it is particularly important that the data not only of children but 
also of adults who care for them is taken into consideration. With the CHIL-
DES standard for transcription, optimal conditions are created for them to 
be adequately described, as it includes mandatory order Participants. Here, 
together with their names and social roles, a three-letter code is introduced, 
which starts the lines of each participant in the subsequent dialogue. Thus, 
optimal conditions are created to isolate, monitor and analyse the lines of 
each participant, which would lead to a more objective study of child speech 
and child-directed speech.

In this regard, a wide applicability of the Longitudinal Corpus of the 
Bulgarian CHILDES collection can be expected, as each of the transcripts 
includes data on the identification of the participants (demographic and lin-
guistic parameters) and the respective corpus. See Fig. 1:

Fig. 1: A fragment of a transcript from the Bulgarian LabLing Corpus

Another important advantage of the CHAT-form of the transcripts is that, 
in view of the specific objectives that the researcher has in a given study, he or 

 



71

COMPUTER-ASSISTED TRANSCRIPTION AND ANALYSIS OF BULGARIAN CHILD...

she can add lines of comments as needed. The comments can be of different 
nature: phonetic, morphological, situational, by the author, respectively, pre-
sented in the CHAT file as special lines: %Pho, %mor, % sit, %com, etc. For 
example, in the Bulgarian CHILDES-corpus additional %sit and %com lines 
are introduced, as well as the short presentation of deviations from the target 
language norm are given immediately before [: the norm unit]. Organised in 
this way, the speech resources prove to be very important as a reliable empir-
ical basis for studying children’s speech, as it is highly situational, abounds in 
deviations from the norm, and the values of the lexical deficit are too high. 
The following fragments of the Bulgarian CHAT-transcripts illustrate well 
these points:

TEF, 1;11:
*TEF:	 Nyama dam!
 “No, I’m not giving it to you!”
%sit:	 TEF jumps on the bed and BAB is trying to catch her hand 

so that she won’t fall. TEF keeps on jumping and puts her hands behind her 
back.

(2)	 ALE (1;1)
*ALE:	 Mama, mama!
“Mummy, mummy!”
%sit:	 She points to the door.
*VEL:	 Pri mama li iskaš? 
“You want [to come] to mummy?”
%sit:	 VEL provоkes the child by pretending not to understand the 

child’s message.
*ALE:	 Mamo, mamo!
“Mummy, mummy!”
%sit:	 She implores with a whining voice.
*ALE:	 Mamma, mamma, maamma!
%sit:	 ALE pulls VEL rudely to the door.

The CHILDES provides the researchers with a package of specialised 
CLAN programmemes, which on their part can implement different types 
of analysis of the inserted dialogues. In that respect CLAN can automati-
cally provide diverse statistical and substantial results out of the transcribed 
and coded data such as word frequency, lexical diversity and combinations, 
about a specific user’s words and forms (for example, child language errors, 
such as specific deviations from the norm of the given language: the units 
of the so-called Baby Talk, onomatopoeia, super-generalisations, child and 
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family occasions), etc. CLAN consists of two parts, namely the editor and 
the programmes. The second part of the CLAN provides the programmes for 
searching and analysis. The CLAN programmes which are of great interest 
with respect to interaction analysis include CHIP, COMBO, GEM, KWAL, 
and TIMEDUR. COMBO and KWAL allow users to search for all types of 
word and symbol combinations (MacWhinney and Wagner, 2010).

As an illustration to the aforementioned (see below) we will turn to the 
corpus of a Bulgarian girl – Alexandra (marked in the transcription with 
ALE) in order to demonstrate how conveniently and fast via FREQ program-
meme from the CLAN set a frequent analysis could be implemented regard-
ing the coded onomatopoeic elements in the main lines of the investigated 
child. After the start of CLAN, first we open the file (namely <probe.cha>).

Initial file: <probe.cha>
@Begin
@Participants:	 ALE Alexandra Target_Child, VEL Velka Mother
@Birth of ALE:	 29-JAN-1989
@Date:	 27-MAR-1990
@Filename:	 probe.cha
@Age of ALE:	 1;01.29
@Situation:	 at home
*ALE: Pyche [:pypche].
%sit:	 poglezhda pypcheto si
*VEL:	 Kyde e guceto grux-grux?
*ALE:	 Gux-gux@o.
*VEL:	 Grux-grux?
*VEL:	 A kucheto, mamo, kyde e?
*VEL:	 Kuche-e!
*VEL:	 Au, njama go kucheto!
*VEL:	 Kyde e kucheto?
*VEL:	 am?
*ALE: 	 Bau-bau@o!
*VEL:	 Vizh kakvo dyrzhi tati?
%sit:	 pokazva kartinka s momiche, dyrzhashto kuchence.
*ALE:	 Bau-bau@o.
@End

After that we press the command icon Commands, in which the neces-
sary formula is typed (namely – freq +t*ALE +k +d*@o* +f probe.cha). Then 
we activate the operation and if the control system does not find any errors 
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in the document structure, a new file is created (in particular – <probe.fr0.
cex>), containing a list of child utterances with onomatopoeic elements (the 
trajectories of use of which, ordered alphabetically, are signed in the original 
*.cha file) and a quantitative analysis of the frequency of the coded elements.

Final file 1 (OUTPUT 2): <probe.fr0.cex>
freq +t*ALE +k +d*@o* +f probe.cha
Fri May 27 04:24:20 2005
freq (13-Apr-2001) is conducting analyses on:
ONLY speaker main tiers matching: *ALE
***************************************
From file <probe.cha> to file <probe.fr0.cex>
2 Bau-bau@o      : 19,22
1 Gux-gux@o      : 12
1 Pyche          : 9
------------------------------
3  Total number of different word types used
4  Total number of words (tokens)
0.750  Type/Token ratio

Thanks to the resources of the programme package CLAN, from files 
*.cha at the exit, it is possible to obtain different types of files. They could give 
information, which is necessary not only for statistical, but also for meaning-
ful analysis of the corresponding chunk of speech. Particularly useful in this 
respect is the possibility (which is given by the KWAL command) to obtain 
an exit file (see below <probe.kw0.cex>) with isolated rows containing the 
element the researcher is interested in with the exact trajectories marked. In 
this way, the command Go in the source text can interpret the conversion 
context immediately.

Final file 2 (OUTPUT 2): <probe.kw0.cex>
kwal +t*ALE +k +s*@o* +f probe.cha
Wed Jun 01 10:21:24 2005
kwal (13-Apr-2001) is conducting analyses on:
 ONLY speaker main tiers matching: *ALE
***************************************
From file <probe.cha> to file <probe.kw0.cex>
----------------------------------------
*** File “probe.cha”: line 12. Keyword: @o 
*ALE:	 Gux-gux @o.
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----------------------------------------
*** File “probe.cha”: line 19. Keyword: @o 
*ALE:	 Bau-bau @o!
----------------------------------------
*** File “probe.cha”: line 22. Keyword: @o 
*ALE:	 Bau-bau @o.

Another advantage of the programme is that the main lines of the inves-
tigated child can be isolated not only independently but also in the context of 
one or several preceding or following lines, which is of particular importance 
for the research of speech ontogenesis. For example, from the initial demon-
stration file <probe.cha> we can receive an exit file containing information 
about the context of the child’s utterance (in this case it is specified as a nec-
essary line preceding the child’s speech, which is encoded in the exit file with 
[– W1], resulting in the <probe.kw1.cex> file.

Final file 3 (OUTPUT 3): <probe.kw1.cex>
kwal +t*ALE +k +s*@o* -w1 +f probe.cha
Sun Jun 05 10:53:29 2005
kwal (13-Apr-2001) is conducting analyses on:
  ONLY speaker main tiers matching: *ALE
***************************************
From file <probe.cha> to file <probe.kw1.cex>
----------------------------------------
*** File “probe.cha”: line 12. Keyword: @o 
*VEL:	 Kyde e guceto grux-grux?
*ALE:	 Gux-gux @o.
----------------------------------------
*** File “probe.cha”: line 19. Keyword: @o 
*VEL:	 Tam ?
*ALE:	 Bau-bau @o!
----------------------------------------
*** File «probe.cha»: line 22. Keyword: @o 
*VEL:	 Vizh kakvo dyrzhi tati?
*ALE:	 Bau-bau @o.

The contextual presentation of the analysed linguistic phenomena plays 
a vital role in the study of language categories, which are associated with so-
phisticated semantic complexes, as the preliminary treatment of the corpus 
prevents potential problems caused by polysemy and homonymy.
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5. Conclusion
The sample demonstrations presented here do not exhaust all the advan-

tages of the CHILDES system in the study of linguistic ontogenesis. The easy 
and user-friendly procedure for quantitative analysis, as well as the fact that 
CLAN is constantly improving, characterise it as a dynamic, efficient and 
convenient programme for working with large speech databases. This is what 
determines the widespread use of CLAN resources in the processing of the 
empirical material underlying modern models of linguistic ontogenesis.

The importance of CHILDES corpora and CLAN package of computer 
programmes can be summarised in the following potential applications: 

Explanation in parent-child conversation using the CHILDES database;
•	 Modelling of input language system;
•	 Adequate and economical presentation of data related to highly devi-

ant spontaneous child speech; 
•	 Concise yet sufficient presentation of extralinguistic information, 

needed for the understanding of children’s utterances; 
•	 Automatic processing of speech databases;
•	 Automatic quantitative and statistical data analysis;
•	 Solving problems arising from homonymy, polysemy and other lin-

guistic phenomena;
•	 Linguistic analysis at different levels;
•	 Multi-modality interface which allows for repeated use (see Popov 

and Popova, 2015).
In conclusion, it should be noted that the publication of the Bulgarian 

LabLing Corpus in the CHILDES system leads to an expansion of cross-lin-
guistic research by adding another Slavic language to the database. In addi-
tion, the Bulgarian linguistic tradition acquires another universal easy-to-
use standard for studying linguistic ontogenesis, thanks to which scientists 
will have the opportunity to quickly, accurately and reliably make compari-
sons among a large number of languages and build adequate typologies and 
sound modern theories.
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Abstract
One of the main aims of this work is to compare and analyse the trans-

lation of metaphors in subtitles as performed by human translators and by 
machine translation, and conduct MT evaluation. 

The work considers two YouTube videos of a Cyberpunk 2077 (2020) vid-
eogame walkthrough. The first video is in the original language (English) 
with English subtitles and the second one is an officially translated video in 
Russian, with Russian subtitles. Both videos have the same content, but in 
different languages.

Metaphors were extracted manually from selected audiovisual material 
in English by the usage of MIPVU (Metaphor Identification Procedure Vrije 
Universiteit). In order to achieve our aims, first the translation of these met-
aphors in the official Russian subtitles were analysed; secondly, their auto-
matic translation into Russian as it appears on YouTube by Google Translate 
were analysed as well; after that the results were compared to find the similar-
ities and the differences between the automatically translated version of the 
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metaphors on YouTube and the translated metaphors in the official subti-
tling. Another aim is to perform Machine Translation (MT) evaluation using 
the BLEU (Bilingual Evaluation Understudy) algorithm and to determine 
the errors made by MT while translating metaphors in the analysed subtitles. 

Three examples, which were taken from the videos, are presented in the 
format of cases. The cases show different metaphors and the situations they 
were used in and analyse why these metaphors were used in that particu-
lar situation, how metaphors were identified there, how they were translated 
and why they were translated exactly in this way. Furthermore, the machine 
translation of the same metaphors is analysed and a comparison between 
them is made. The topic of the speech recognition process and the metaphor 
identification procedure is also touched upon.

The results demonstrate that although machine translation is able to 
translate frequently used, popular metaphors, or metaphors, the literal trans-
lation of which retains the meaning, it is still difficult for the machine to 
recognise original author’s metaphors or to translate using the context of 
the situation. The results could encourage training the machine to recognize 
metaphors and to create a larger database of metaphors to identify them.

Keywords: metaphor, machine translation, MT evaluation

Introduction

The relevance of the topic and research problems
In the era of globalisation, automatic systems do not stand still. The main 

task for machine translation technologies is to ensure accurate translation, 
depending on the context, as well as application of technologies to particular 
areas.

A tremendous amount of content has started to appear in English, a lot 
of which is audiovisual content. Nowadays, visual materials have gained cer-
tain popularity and continue to do so. Watching movies, TV shows, series 
and videos has become a significant source of entertainment in recent years. 
According to the Statista website, over three billion internet users watched at 
least one streamed or downloaded video every month in 2020 (Statista.com). 
This indicates a vast audience that very often consumes various audiovisual 
content.

When it comes to the audiovisualisation of communication in today’s 
technologically driven multimedia culture, the value of moving images, 
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complemented by sound and text, is critical. We are surrounded by screens 
in both our professional and personal lives, as they are a frequent element 
of our socio-cultural milieu. We spend a lot of time in front of screens – at 
home, at work, in public places, in libraries, cafes, restaurants and cinemas – 
and we consume a lot of audiovisual products in order to be entertained, to 
get information, to do our jobs, to learn and develop, and improve our pro-
fessional careers. The abundance of moving images and their impact on our 
lives illustrate the audiovisualisation of communication in our time and age 
(Díaz Cintas and Remael, 2013).

Video materials are included in the field of Audiovisual Translation 
(AVT). AVT is defined as “…all translations – or multi-semiotic transmis-
sion – for production in any medium or format, as well as new areas of media 
accessibility” (Díaz Cintas, Orero, Remael, 2007). Several perspectives on the 
translation of video materials lead to the main goal of AVT: to create a trans-
lation that respects the cultural identity of the source language, while re-
maining accessible to other target audiences. In order to achieve this goal, it 
is necessary to use different translation procedures for audiovisual materials. 
There are about ten different ways of translating audiovisual materials, yet 
there are “three main ones: dubbing, subtitling and voice-over” (Díaz Cintas, 
Remael, 2007). This paper will concentrate on subtitling as one of the most 
popular and frequently used ways of translating audiovisual content. Díaz 
Cintas and Remael’s definition of subtitling is as follows:

Subtitling may be defined as a translation practice that consists of 
presenting a written text, generally on the lower part of the screen, 
that endeavours to recount the original dialogue of the speakers, 
as well as the discursive elements that appear in the image (letters, 
inserts, graffiti, inscriptions, placards, and the like), and the infor-
mation that is contained on the soundtrack (songs, voices off).

(Díaz Cintas, Remael, 2007).

When mentioning audiovisual materials, it is assumed that they can be 
accessible to everyone. To do this, they must be available in different lan-
guages so that people who speak other languages can also understand the 
content. In this case, translators act as bridges that help people comprehend 
the material. In order to facilitate and speed up the work of translators, ma-
chine translation is sometimes used. Machine translation (MT) of natural 
languages, which was initially proposed in the seventeenth century, is now 
a reality (Hutchins, 1995). Computer programmes generate translations – 
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not perfect translations, because sometimes not even human translators can 
achieve that goal. As Hutchins (1995) explains, 

it is quite clear from recent developments that what the professional 
translators need are tools to assist them: provide access to dictio-
naries and terminological databanks, multilingual word process-
ing, management of glossaries and terminology resources, input 
and output communication.

MT faces the global task of translating content into various languages ​​for 
a wide audience, while maintaining not only the meaning and the style, but 
also the emotional overtones. With the development of translation as a dis-
cipline and its rotation to a ‘cultural turn’ in the 1990s, the operational unit 
of translation was not a word or a text, but a whole culture (Bassnett, 1997). 
From that moment on, the object of translation was the text integrated into 
the network of relations between the source and translating cultural signs 
(Bassnett, 1997). After the advent of the ‘cultural turn,’ linguists were faced 
with the task of creating a system that recognises the cultural context, turns 
of speech, and language figures.

The translation of subtitles is not an easy task for translation programmes, 
therefore, when programme generates a script, a hybrid approach is often 
used, where, after the translation program has translated the audiovisual ma-
terial, the human translator is in charge of editing and post-processing. Sub-
titles must appear in sync with the image and the original dialogue, provide 
a semantically acceptable explanation of the source language dialogue, and 
remain visible on the screen for viewers to read (Díaz Cintas, Remael, 2007) 
and these are tasks that MT cannot yet do. Also, in terms of space, screen 
sizes are limited, and the target text will need to adjust to fit the screen width. 
This means that the subtitle will be between 32 and 41 characters per line in 
a maximum of two lines (Díaz Cintas, Remael, 2007). However, some pro-
grams do this automatically themselves, such as YouTube (https://support.
google.com/youtube/answer/7296221?hl=en).

The translation of subtitles cannot be verbatim, as literal translation almost 
always results in a poor translation. The audiovisual content and the subtitles 
should fully harmonise with each other for a high-quality translation, but no 
MT engine relies on visual content (Díaz Cintas, Remael, 2007).

Translators take into account the features of speech transmission, style, 
emotions, terminology, dialects, and even gender and age, while MT cannot 
determine these criteria. One of the most challenging tasks is adapting or 
reflecting culture, because the translation must be understandable for the 
people whose culture differs from the culture in the source material. If the 

https://support.google.com/youtube/answer/7296221?hl=en
https://support.google.com/youtube/answer/7296221?hl=en
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translator is faced with the task of leaving the cultural aspects as they were in 
the original and bringing the viewer closer to the audiovisual content, then 
MT cannot take into account the aspects of speech turnover. 

Some of the representatives of culture are figures of speech, such as puns, 
irony, satire, euphemism and others (Regmi, 2015). The difficulty lies in the 
fact that they are culturally coloured, and that becomes an even more signif-
icant challenge for the translator. One of the inevitable difficulties of AVT 
is the presence of metaphorical utterances in the source text. James Dickins 
defines the metaphor as follows:

‘Metaphor’ is defined […], as a figure of speech in which a word or 
phrase is used in a non-basic sense, this non-basic sense suggest-
ing a likeness or analogy […] with another more basic sense of the 
same word or phrase. 

(Dickins, 2005)

Many works have been written about metaphors and their translation: 
“The Translation of Metaphor” by Peter Newmark (1980), “Biblical Met-
aphors and Their Translation” by Jan De Waard (1974), “Metaphor and 
Translation” by Richard Trim and Dorota Liwa (2019), etc. The problem of 
translating metaphors is one of the most complex and essential ones since a 
metaphor is the embodiment of original, emotionally coloured images that 
perform one of the most critical tasks in the text and audiovisual materials – 
influencing the reader’s or viewer’s imagination. 

There are two non-verbal channels in an audiovisual text: an auditory 
one and a non-verbal visual one, which encompasses everything people see 
on screen, in addition to the verbal channels of discourse, spoken language, 
and written language. When a metaphor is identified in subtitles and it does 
not have an analogous expression in the target language, these complications 
become much more severe (Pedersen, 2015).

Research question
This work will focuses on MT evaluation of metaphors in official sub-

titles and in MT, on the comparison between the translation performed by 
humans and that provided by a MT engine. Two videos from the YouTube 
web service with the videogame walkthrough are taken into consideration. 
The name of the videogame is Cyberpunk 2077. The content of both videos 
is identical; however, they are in different languages – the original video is 
in English and officially translated video is in Russian. In these videos sub-
titles are displayed on the screen. Metaphors are identified manually from 
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in the English subtitles. After that, the official Russian translation of those 
metaphors in subtitles are analysed, as well as the same metaphors automati-
cally translated into Russian in YouTube by Google Translate. The results are 
compared and evaluated by means of the BLEU (bilingual evaluation under-
study) algorithm in order to determine the errors made by MT while trans-
lating metaphors in subtitles.

The process of identifying metaphors can be a difficult task. In such cases, 
technology could help. However, as Saldanha (2009) argues, “a number of 
metaphor retrieval computer tools have been developed, but they have not 
made an impact in the field, partly because they are not widely available and 
partly because their performance is still not particularly high.” Despite the 
fact that technologies are developing rapidly, not all areas use them yet. This 
indicates a lack of attention to this problem, which nevertheless exists. In 
this regard, as already mentioned above, all metaphors for this research were 
identified and assembled manually.

This study aims to find out how the machine translates metaphors in sub-
titles, whether the machine translation of official subtitles differs significant-
ly from human translation, whether it is possible to use the MT of metaphors 
without a human translator editing them for further usage, if there is much 
to strive for in the refinement of MT of metaphors.

The subject of the study are two videos from the YouTube web service 
of the Cyberpunk 2077 videogame walkthrough from PaNiKeR player’s You-
Tube channel in the original language (English). The source language of the 
material is English, the target is Russian.

Aims and tasks
The aims of this study are to analyse the official translation and the MT of 

metaphors in subtitles, to compare them, and to determine the errors made 
by MT while translating those metaphors. 

To achieve these goals, the study solves the following tasks:
1.)	 considering both metaphor and metaphorisation processes;
2.)	 identifying metaphors by means of the MIPVU (Metaphor Identifica-

tion Procedure Vrije Universiteit);
3.)	 studying two videos of the Cyberpunk 2077 videogame walkthrough 

on YouTube;
4.)	 analysing the official translation of metaphors;
5.)	 analysing MT of metaphors in subtitles;
6.)	 comparing and analysing the two translations;
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7.)	 evaluating the results as provided by the BLEU algorithm (bilingual 
evaluation understudy).

The length of the video material is about 9 hours. The total number of 
metaphors is 269. 

Methodology
When gathering and analysing the material, the following research 

methods are used: general approach, discourse analysis, stylistic analysis, 
definition analysis, component analysis. Both primary and secondary data 
will be used in this work. Moreover, we apply the product-oriented research 
methodology which investigates the translation product, in my case subti-
tles in target language, from different perspectives. It also includes critical 
discourse analysis, which can be also applied by means of a quantitative or 
a qualitative method (Saldanha and O’Brien, 2013). Both quantitative and 
qualitative methods are used in this study, as we describe the processes of 
identification and translation of metaphors, as well as provide figures using 
the BLEU algorithm for the evaluation of MT.

As for the research aims, we use basic research aimed at developing 
knowledge, as well as applied research aimed at analysing how translation 
tools translate metaphors.  

For data research, we use the qualitative type, which involves gathering 
and analysing non-numerical data, such as videos, to understand concepts, 
opinions, or experiences. It is used to gather in-depth insights into a problem 
and generate new ideas for research. We collect existing data in the form of 
texts and phrases for this study and future projects. 

These works build the foundation of the paper, providing the basic con-
cepts of AVT, translation of metaphors, features of the translation of subtitles 
and, separately, the features of the translation of metaphors, as well as the 
general study of MT and MT of metaphors. They help to understand the 
functioning of the software, the web services and the specifics of the transla-
tion of metaphors.

The results of this study can be used by specialists in the field of transla-
tion and linguistics for further research, to assist in the translation of met-
aphors in subtitles, as material for analysis in educational institutions or in 
practical English language teaching, as well as for studying metaphors for 
general or specific purposes. In addition, this study can help in the further 
study and improvement of both MT in general and MT of metaphors spe-
cifically. It can also help in improving the evaluation system or developing 
the tools for evaluating metaphors, and may contribute to the development 
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of technologies that will help identify the metaphor in subtitles, and help in 
translation.

The process of identifying and translating metaphors

Metaphor identification procedure
The study of metaphor in recent decades has become one of the most 

widespread trends in linguistics. Despite the fact that these studies were 
based on the correlation of language, thinking, and the modelling of knowl-
edge about the world through metaphor, it became a problem to identify 
metaphors. Attempts to solve this problem have led to the creation of var-
ious metaphor identification procedures, which differ both on theoretical 
grounds and procedurally (Mishlanova, Suvorova, 2017).

Metaphors in the  Cyberpunk 2077 videogame 
Cyberpunk 2077 is an action-adventure computer game in the Open world 

(virtual world), developed and released by the Polish studio CD Projekt, in 
which players are free to explore and achieve their goals. The genre is cyber-
punk. The game is partly interactive, i.e. players choose one of the suggest-
ed actions or phrases. Each decision taken leads to different storylines and 
game endings. The plot takes place in 2077 in Night City, a fictional North 
American city from the Cyberpunk universe (cyberpunk.net). Gamers con-
trol a customisable protagonist named V, whose gender can be chosen. The 
character works as a mercenary and has hacking and combat skills. The game 
was released on December 10, 2020 on PlayStation 4, Stadia, Windows and 
Xbox One1.

The original video game is in English and it was the basis for all versions 
of the localisation into other languages. The game has been translated into 18 
languages, 10 of which are dubbed. The Russian translation was based on the 
original version in English. The translation process lasted a year and a half 
and the company considers it one of the most ambitious translation projects 
in gaming industry (en.cdprojectred.com).

The Russian version of the game is quite aggressive, the translators inserted 
foul language even if there were no such phrases in the original version, and 
added slang to intensify the atmosphere of the game. By that, players may ex-
perience the environment of the characters’ and city’s decadence, the style of 
street life and gang warfare, where every population group swears differently.

There are some examples in which metaphors are identified and their 
official translation in the subtitles to the video is analysed. Metaphors are 
1 For more detailed information – https://en.cdprojektred.com/; cyberpunk.net.

https://en.cdprojektred.com/
http://cyberpunk.net
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defined manually while watching the videos and reading subtitles. They are 
analysed following the steps of MIPVU procedure.

Case. At timecode: 9.57 V is in a car with Sebastian Padre Ibarra, who can 
‘fix’ any problem. People come to him, asking for help to rob, hack a system, 
eliminate a person. He gives the order to a contractor who performs the task. 
V is having a conversation with him about life. V was born in Heywood, 
went to live in Atlanta for several years, but returned to his hometown. 

Padre: “You know Heywood. It has strong roots – ever watered by 
the same blood2.”

The metaphors are ‘it (city) has strong roots’ and ‘(city) ever watered by the 
same blood.’ The lexical units of this sentence are the following: ‘it has strong 
roots,’ ‘it ever watered by the same blood,’ ‘same blood.’ We consider ‘it has 
strong roots’ and ‘it ever watered by the same blood’ units. Both phrases are 
related, the second phrase complements the first. 

‘It (city) has strong roots:’
a) Contextual meaning: As the roots are nourished or watered, they be-

come strong. The city is made stronger by the events, taking place in it.
b) Modern basic meaning: Strong (adj.) – powerful; having or using great 

force or control; root (n.) – the part of a plant that goes down into the earth 
to get water and food and holds the planet firm in the ground; roots (n.) – 
family origins, or the particular place you come from and the experiences 
you have had living there3. In a direct sense, it means that the plant has strong 
roots,stands firmly in the ground, and grows for a long time unshakably.

c) Contrast and similarity: A city cannot have roots, but it, like roots, can 
become stronger.

This is a ‘stock metaphor,’ i.e. an ordinary metaphor with an aesthetic 
function, and there may be equivalents in translation.

‘(City) ever watered by the same blood.’
a) Contextual meaning: The city is in turmoil, with people dying because 

of gangs or newcomers. ‘Blood’ means the blood of dead people, and ‘same’ 
means the deaths of local people who cannot defend themselves. Murders 
and robberies make the city’s gangs stronger.

b) Modern basic meaning: Ever (adv.) – at any time; watered (v., passive 
v.) – to pour water onto plants or the soil that they are growing in; same (adj.) –
exactly like another or each other; blood (n.) – the red liquid that is sent 

2 https://www.youtube.com/watch?v=TTQ1L5qpVwM&t=1294s – at timecode: 9.57.
3 dictionary.cambridge.org.

https://www.youtube.com/watch?v=TTQ1L5qpVwM&t=1294s
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around the body by the heart, and carries oxygen and important substances 
to organs and tissue, and removes waste products4. 

c) Contrast and similarity: The phrase has a direct meaning of the word 
‘blood,’ but in this case there is a metaphorisation – just as water nourishes 
the roots of a plant, so the deaths of people make the city and gangs stronger. 

This statement is metaphorical and is of ‘original type’ expressing the cre-
ator’s idea.

Analysis of the official Russian translation of metaphors in subtitles
Regarding the decomposition of the translation process into certain stag-

es and procedures, there is no single view, just as there is no single definition 
of the terms ‘strategy’ and ‘translation technique’. Each translator can have 
their own translation strategy, allowing them to decide what is less import-
ant and can be omitted in a particular translation situation, or how to con-
duct a translation (Garbovskii, 2007). Therefore, we consider the provided 
translation of the game in the video, trying to understand how the translator 
translated the metaphor and what guided them during the process. We take 
the stages of metaphor translation proposed by Newmark as a basis while we 
analyse metaphors translation from the video.

When analysing the translation in subtitles, it is important to take into 
account the fact that depending on the genre of the game, the number of dia-
logues may be different, respectively, and the length of the subtitles may vary 
as well. Since subtitles can act as a shortened version of the original, they 
look concise and compact on the screen in order to complement the action of 
the game, and not to draw attention to themselves (Chandler, 2006). There-
fore, in some unimportant moments, the translator may omit a metaphor or 
shorten it, thus it will look different in translation.

We consider the translation into Russian, presented in the Russian subti-
tles of the video, of the same cases that were discussed above.

Case. 

Padre: “You know Heywood. It has strong roots – ever watered by 
the same blood.”

Падре: «Это же Хейвуд. У него корни крепкие. И кровь их пи-
тает все та же».

The metaphor ‘it (city) has strong roots’ was translated as «у него (горо-
да) корни крепкие» (it (city) has strong roots). Being ‘a stock’ metaphor, it 
describes an abstract concept that has an emotional impact on the viewer. In 
Russian, there is a metaphor «иметь сильные корни» (to have strong roots), 
4 dictionary.cambridge.org.
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which means to be in good relationships with the family, to be strong because 
one’s connection to the family is strong. The metaphor in the video refers to 
the city, but it is strong not because of good conditions, but because of the 
blood that ‘fuels’ it and because of the gangs that run the city. The phrase was 
translated verbatim, but it remains metaphorical; the viewer understands the 
message. The first and second metaphors of this case are related, and although 
the phrases have opposite meaning in English and Russian, the viewer senses 
the negative meaning from the context – blood makes the city strong. The 
translator used 1 and 2 translation techniques, a metaphorical image was left 
and a Russian equivalent was chosen.

The second metaphor ‘(city) ever watered by the same blood’ was trans-
lated as «кровь их питает все та же» (the same blood still feeds them). 
Grammatically, the sentence was changed a bit, the original is in the pas-
sive voice, the translation is in the active. As this is ‘an original’ metaphor, 
the translators had to use creativity to choose the right translation. There is 
no such metaphor or equivalent in Russian. The metaphor is neither para-
phrased nor has an extra explanation, but it was translated while retaining 
the metaphorical image. The player and the viewer understand the meaning 
from the context and in conjunction with the first metaphor.

Results
Translating video game subtitles is a difficult and at the same time creative 

task. The translator must take into account a large number of factors before 
starting to translate. It has to be taken into consideration that the translation 
of video games differs from the translation of books to a greater extent by the 
genre and style of conversation, and from films by the size of subtitles and 
the purpose of subtitles. If subtitles complement the plot in the film, helping 
to delve into it, then in the game they can distract, so it is necessary to think 
about the way of translation and the size of the lines.

Numerous elements found in the text are localised and translated: game 
names, proper names, invented words and expressions, metaphors or units 
that do not have counterparts in other languages, the translation of which 
in some cases requires a special skill and creativity. One of the main goals of 
translation of videogames is the linguistic and cultural adaptation of video 
games, or the transfer of cultural information in the process of translation. 

The author’s ‘original’ metaphors are the most difficult to translate, since 
in most cases there is no equivalent in TL and the creators invented them 
themselves. Out of 269 metaphors in Cyberpunk 2077, more than 150 were 
‘original’ metaphors and the translators, not finding a suitable equivalent, 
translated some of them as they considered correct, replacing them with 
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phrases close in meaning or removing them, while preserving the style and 
meaning of the utterance. Since the dialogues were in an informal street style, 
there was a lot of obscene metaphorical vocabulary, and they were inter-
twined. The translators managed to translate mostly verbatim, while main-
taining metaphorical images.

Since there is no general technique for defining metaphors, it can be a 
complex task to distinguish whether a phrase is metaphorical or not. Some-
times a metaphor becomes an integral part of a conversation and is not no-
ticeable. In other cases, the authors may add new, previously unseen original 
metaphors to works of art. The situation is complicated by the fact that there 
is also no general technique for translating metaphors, there are only recom-
mendations. 

Translators have to rely on their own guesses, intuition and experience 
and try to find suitable equivalents. If this is not possible, then they either 
have to explain the metaphor, which eliminates the aesthetics and ruins the 
style, or omit the metaphor, which can also harm the style and possibly make 
the meaning of the sentence incomprehensible. Translators take the decision 
to save or remove a metaphor based on what type of subtitles they work 
with, the number of individually authored metaphors in the text (whether 
the text is overloaded) and how appropriate it will be in a particular situa-
tion to resort to metaphorisation at all. Therefore, translators have to decide 
whether to preserve a metaphor, reproduce the corresponding construction 
in translation or omit it, compensating in some other, no less expressive way. 
However, in videogame subtitles, the stylistic effect is as important as the 
idea of the plot itself. Sometimes translators do not take risks and translate 
verbatim, referring to the viewers’ understanding of the context. Therefore, 
the translation of metaphors is a real art. 

MT analysis and MT evaluation of cases

Analysis of MT of metaphors in the Cyberpunk 2077 YouTube video
As previously stated, automatic YouTube subtitles appear on the screen 

after automatic speech recognition (ASR). After speech has been recognised, 
it is translated. YouTube creates a translation of subtitles using Google Trans-
late. However, as mentioned earlier, the translation algorithm of Google 
Translate is confidential information. 

Machines are trained to recognise expressions, and many of them are al-
ready embedded there, so it is not difficult for the machine to translate com-
mon metaphors. However, difficulties may arise when translating adapted, 
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original and author’s metaphors, since they are unique. As was mentioned ear-
lier, we considered MT using the example of a video of the Cyberpunk 2077 
game walkthrough in English with automatic subtitles in Russian enabled.

After watching the videos and making a list of metaphors and a list of 
officially translated metaphors in subtitles, we proceeded to create a list of the 
automatically translated metaphors on YouTube, which was performed man-
ually as well. Having manually created separate files with the original text in 
English, the official translation in Russian and MT in Russian, we uploaded 
them to the website and the calculation was performed. In the initial stage, 
we took 269 metaphors. The human translation is considered to be 100.00, 
and the calculation formula described in the previous paragraphs is used to 
derive the result of MT evaluation – 39.79 BLEU score. Each column in the 
following picture describes a different metaphor: the higher the column, the 
higher the similarity between human translation and MT. Picture 1. rep-
resents overall results of the analysis of 269 metaphors. 

Picture 1. BLEU score of 269 metaphors5

In order to compare the translation of subtitles made by humans and the 
MT of automatic subtitles on YouTube, we performed an analysis using the 
BLEU metric of the same examples from the cases which were examined in 
the previous section.

Case. 

Padre: “You know Heywood. It has strong roots – ever watered by 
the same blood.”

Metaphor ‘it (city) has strong roots’: the official Russian subtitles (OS) are 
«у Хейвуд крепкие корни» (Heywood has sturdy roots), while the MT of 
subtitles is «У Хейвуд сильные корни» (Heywood has strong roots) has 
5 https://www.letsmt.eu/Bleu.aspx.
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JC
A

L
  •

  V
O

L
U

M
E

 1
  •

  2
0

2
3

90

Maral Shintemirova

35.36 score. The number of words matches (four words), the name of the city 
(Хейвуд) and the verb tense (Present Simple) are translated in the same way, 
plural number, sequence of words (preposition + subject noun + adjective 
+ object noun) are also the same. However, there are lexical inconsisten-
cies: «крепкие» (OS) (sturdy) and «сильные» (MT) (strong). Although they 
have close meaning, in Russian they are some differences. «Крепкий»6 (OS) 
means “durable”, such as when referring to something that is difficult to break 
or tear; «сильный»7 (MT) means possessing great physical strength, being 
powerful. That is, while «Крепкий» (OS) means that something is sturdy 
and hard to break, «сильный» (MT) means that this object/person can break 
something. If we talk about a person, they can be sturdy (крепкий), but it 
does not mean that they are strong (сильный). Despite the difference, the 
metaphors persist, since these metaphors are present in both languages.

Table 1. BLEU score of ‘it (city) has strong roots’ metaphor.

The second metaphor appearing in this example, ‘(city) ever watered by 
the same blood’ is «кровь их питает все та же» (the same blood still feeds 
them) in the OS and «их питает та же кровь» (they are nourished by the same 
blood) in the MT. The metaphor is preserved in both versions, and the mean-
ing is identical, but BLEU showed only a 26.16 score. The similarities are the 
verb tense (Present Tense) and the meaning. The differences are the following: 
number of words (six in the OS and five in the MT); a word «все» (still) added 
in the OS, that reinforces the meaning that this is still happening; the OS is in 
the active voice, the MT is in the passive voice; depending on the active/passive 
voice, the structure and the sequence of the words have changed.

Table 2. BLEU score of ‘(city) ever watered by the same blood’ metaphor.

6 Ozhegov dictionary (ТекстоЛогия) – https://ozhegov.textologia.ru/definit/krepkiy/?q= 
742&n=176804.
7 Ozhegov dictionary (ТекстоЛогия) – https://ozhegov.textologia.ru/definit/silniy/?q= 
742&n=203153.

 

 

https://ozhegov.textologia.ru/definit/krepkiy/?q=742&n=176804
https://ozhegov.textologia.ru/definit/krepkiy/?q=742&n=176804
https://ozhegov.textologia.ru/definit/silniy/?q=742&n=203153
https://ozhegov.textologia.ru/definit/silniy/?q=742&n=203153
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Results
As stated above, MT can significantly save time and, in general, modern 

neural translation systems perfectly cope with the task of translating the gen-
eral meaning of a message. However, they have not yet reached the level of 
perfection when human participation is completely excluded from the trans-
lation process.

The biggest problems with the results of MT are related to semantics, 
since the translation of semantic constructions requires databases that are 
not currently developed. In addition, translations of complex grammatical, 
syntactic and lexical constructions cause considerable difficulties. Further 
development of automatic translation is associated with the possibility of a 
holistic assessment of texts performed using computer translation systems. 
It is an adequate and complete assessment that will help to identify and sys-
tematise all the shortcomings of the programs so that these problems can be 
solved in the future.

The most popular metric when analysing the quality of MT is BLEU, but 
like any metric, it is only close to human translation, but not identical. 

According to the results gained after calculation by the BLEU algorithm 
on the website, MT coincided by 39.79 points with human translation, which 
is quite a high indicator, although far from perfect. Out of the 269 metaphors 
found in the videos, 111 showed a result of more than 50%, of which 57 
showed a 100% match. Although 158 metaphors showed results below 50%, 
81 of them were even below 10.00 score. According to such data, it can be 
concluded that MT translation does not cope very well with metaphors, es-
pecially with author’s ones, and needs further refinement and training.

Translating metaphors is not an easy task for a human translator. Besides 
the fact that the metaphor needs to be defined, it needs to be translated cor-
rectly. MT often makes mistakes and is not very good at translating fiction 
or text in which there is live or recorded everyday speech, where there are 
no clichés, but rather a lot of artistic turns and figures of speech. Metaphors 
in such texts are sometimes created by individuals and they may not even be 
immediately identified, therefore, the machine cannot always recognise and 
translate them. The question remains, is it worth leaving such a complex and 
creative work as translating metaphors to a machine, or should a person do 
it anyway?
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Abstract
Gender bias has become one of the central issues analysed within natural 

language processing (NLP) research. A main concerns in this field relates 
to the fact that many NLP tools and automatic machine learning systems 
not only reflect, but also reinforce social disparities, including those related 
to gender, and language technology is one of the areas in which this issue 
is pronounced. This paper analyses the problem of gender-neutral language 
use from the standpoint of gender bias in machine translation (MT). We 
determine which types of harms can be caused by the failure to reflect gen-
der-neutral language in translation, provide the general definition of gender 
bias in MT, describe its sources and provide an overview of existing mitigat-
ing strategies. One of the main contributions of this work is that it focuses 
not only on females, but also non-binary people, whose linguistic visibility 
has been receiving only limited attention from academia. This literature re-
view provides a firm foundation for further research in this area aimed at 
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addressing the problem of gender bias in machine translation, especially bias 
linked to representational harms.

Keywords: gender bias, machine translation, NLP tools, gender-neutral 
language use, non-binary gender

1. Introduction
As the adoption of gender-neutral language (GNL) becomes more wide-

spread, it is increasingly important to consider how these trends can be re-
flected in natural language processing (NLP) applications, especially given 
the fact that the purpose of GNL is to “reduce gender stereotyping, promote 
social change and contribute to achieving gender equality” (Papadimoulis, 
2018, 3). Failure to adopt more equitable and balanced linguistic practices 
can lead to bias associated with representational and, ultimately, allocational 
harms (Crawford, 2017). The major concerns raised by the researches in this 
field are related to the fact that any type of bias in technology can be detri-
mential for ensuring social justice, as by hindering the visibility of speech 
patterns of certain groups and allocating certain stereotypes to them, such 
systems can perpetuate inequality (Levesque, 2011; Régner et al., 2019).

While much of prior work in the field of gender bias studies gender iden-
tity, most is built on techniques which assume that gender is binary. At the 
same time, there is growing recognition of non-binary gender identities, 
with numerous ways to refer to non-binary people or to simply not indicate 
a binary gender (Sun et al., 2021). That is why in it is necessary to take into 
account strategies aimed at increasing the linguistic visibility of non-binary 
people in NLP, and, in particular, in machine translation (MT). In this pa-
per, we attempt to analyze the problem of gender bias from the standpoint 
of GNL use. The goal is to define and classify types of gender bias generated 
by a biased MT, and identify harms which might occur due to the failure 
to reflect gender-neutral language in translation; in addition, we provide an 
overview of gender-neutral strategies and discuss a rationale for their use. 
Special attention is paid to non-binary language and its application in ma-
chine translation.

2. The issue of gender bias in languages/translation/MT
Although natural language processing (NLP) research does not direct-

ly involve human subjects (Hovy and Spruit, 2016; Bender et al., 2021), its 
engagement with language – the main mediator of the human experience –, 



JC
A

L
  •

  V
O

L
U

M
E

 1
  •

  2
0

2
3

96

Aida Kostikova

which shapes communication as well as such cognitive processes as categori-
zation and perception – raises the question of the social impact of language 
technologies. The major concern raised by researchers in this field is that 
bias in technologies can undermine any efforts to establish social justice and 
equality, as they have a direct impact on the allocation of resources inte-
gration and the inclusion of certain social groups (Hovy and Spruit, 2016). 
Among the narrower, but no less significant, issues related to bias in NLP and 
languages, are exclusion, stereotyping, bias reinforcement and denigration 
(Bender et al., 2021).

Overall, there is a close link between bias in technology and prejudice 
(Ferrer et al., 2021), which has certain psychological and sociological impli-
cations (Bourguignon et al., 2015). Machine translation (MT) systems are no 
exception, as they are known to reflect asymmetries, including those related 
to gender (Prates et al., 2020), and this phenomenon can be manifested in 
many ways, with issues ranging from gender stereotyping (Olson, 2018) to 
over-reliance on the so-called “masculine default” (Schiebinger, 2014). Par-
ticular attention must be paid to adverse effects that MT systems may have, 
as it is one of most widely used artificial Intelligence (AI) applications on 
the Internet, which is also employed indirectly, e.g., through social media 
(Monti, 2020).

2.1 Bias statement and implications of gender bias
Overall, a model can be regarded as biased in cases when, while being 

created by and for people (Schnoebelen, 2017), it “systematically and un-
fairly discriminates against certain individuals or groups in favor of others” 
(Friedman and Nissenbaum, 1996) and entails risks associated with social 
exclusion and stigmatisation (Bender et al., 2021). Bias can be represented in 
multiple parts of a system, including the training data, resources, pretrained 
models, and algorithms themselves (Zhao et al., 2018; Bolukbasi et al., 2016; 
Caliskan et al., 2017; Garg et al., 2018), which can lead to the production 
of biased predictions and the further reinforcement of biases present in the 
training sets (Zhao et al., 2017).

Such systems can, therefore, cause representational harms (i.e., dimin-
ishing the role and exclusion of social groups and their identity) or allo-
cational harms (i.e., cases were a system limits the access to resources for 
certain groups or allocates them in an unfair way) (Crawford, 2017). By 
drawing on the classification used by Savoldi et al., we also consider such 
harmful dynamics within representational harms, as stereotyping and un-
der-representation (Savoldi et al., 2021). Stereotyping involves the propaga-
tion of generalized beliefs about a social group, for example, by assigning 
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less prestigious occupations or negative physical characteristics to women. 
Under-representation refers to the cases where the visibility of certain so-
cial groups is reduced, which in most cases affects women and non-binary 
individuals. More emphasis will be placed on the second category of harms 
(under-representation), as it involves cases of misgendering and ignoring 
gender-neutral forms, which is precisely the object of our study. 

Within the classification framework developed by Dinan et al., who de-
fines harms based on gender dimensions (bias when speaking about some-
one or gender of the topic, bias when speaking to someone or gender of the 
addressee, and bias from speaking as someone or gender of the speaker), 
failure to convey gender-fair language can be described as, on the one hand, 
misrepresentation when talking “about” certain groups, and on the other 
hand as reduced visibility of the language used “by” speakers of such groups, 
which can be detrimental for reflection of their identity and communicative 
repertoires. In other words, an MT system which does not recognize or re-
flect certain linguistic expressions of gender might present a barrier for com-
munication and produce an output that “indexes unwanted gender identities 
and social meanings” (Dinan et al., 2020).

In a broader context, such trends also have an impact on indirect stake-
holders, because a biased MT system does not only contribute to the rein-
forcement of stereotypical assumptions and prejudices (Levesque, 2011; 
Régner et al., 2019), but promotes language features used by the dominant 
group, and consequently their establishment as appropriate or prestigious 
variants (Tallon, 2019). The issue is compounded by prioritization of the 
overall quality of an MT output, which in most cases is viewed as accept-
able by an MT user and perceived as the linguistic norm in a given language 
(Martindale and Carpuat, 2018). Therefore, there is a close link between rep-
resentational and allocational harms, which manifests itself in performance 
disparities across users in the quality of service (Savoldi et al., 2021).

2.2 Sources of gender bias in MT
Considering the complexity of implications of gender bias in MT de-

scribed above, it can be assumed that this problem goes beyond the scope 
of machine translation. MT and NLP models are considered to exemplify 
unwanted gender biases present in society (Bolukbasi et al., 2016; Hovy and 
Spruit, 2016; Caliskan et al., 2017; Rudinger et al., 2018; Garg et al., 2018; 
Gonen and Goldberg, 2019; Dinan et al., 2020). Some researchers have also 
emphasized multidimensionality of gender bias sources, among which, for 
example, there are such broad categories as pre-existing, technical and emer-
gent bias (Friedman and Nissenbaum, 1996). 
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Pre-existing bias refers precisely to any asymmetries which are rooted in 
society at large or which reflect personal biases of individuals responsible for 
the system development. In the context of NLP, this could also include sub-
tle connotational characteristics that permeate language structure and use, 
as well as gender imbalances. These are manifested most notably through 
the generic masculine, in which referents in discourse are considered to be 
men by default – unless explicitly stated (Silveira, 1980; Hamilton, 1991). 
This affects affects not only women, but also non-binary people (Barker and 
Richards, 2015).

Technical bias emerges during data collection, system design, training 
and testing procedures. If present in the data used by these processes, asym-
metries in the semantics of language use and gender distribution are respec-
tively inherited by the output of the MT (Caliskan et al., 2017). Methods 
of mitigating bias at this stage include careful data curation (Barocas et al., 
2019; Paullada et al., 2020; Koch et al., 2021; Bender et al., 2021), paired with 
analyses of what is acceptable from the social and pragmatic points of view 
(Sap et al., 2020; Devinney et al., 2020, Hovy and Yang, 2021), as well as cred-
ible annotation practices (Waseem, 2016, Gaido et al., 2020). 

Emergent bias typically occurs after design completion and includes cas-
es of mismatch between users and system design, loss of relevance due to 
shifts in context of use. An example of emergent bias in MT might be the 
inability of a system to preserve the linguistic style of a social group or to 
assign correct gender to its potential users (Hovy et al., 2020). 

2.3 Challenges and bias mitigation strategies 
The majority of mitigating strategies address technical bias: some stud-

ies considered, for example, model debiasing with the help of both internal 
components – like gender tags (Vanmassenhove et al., 2018) and debiased 
word embeddings (Bolukbasi, 2016; Escudé Font and Costa-jussà, 2019) – and 
external components integrated with the MT model, such as lattice re-scor-
ing modules (Saunders and Byrne, 2020) and black-box injections (Mory-
ossef et al., 2019). Research is also being carried out within the context of 
training data (Reddy and Knight 2016; Zhao et al., 2017; Webster et al., 2018) 
and evaluation methods (Rudinger et al., 2018; Zhao et al., 2018) improve-
ment. However, as some experts have pointed out, these efforts follow a more 
focused approach within NLP, and lack a human-computer interaction com-
ponent which is crucial for the development of gender-inclusive systems (Sa-
voldi et al., 2021; Monti, 2020). 

What is more, within these proposed strategies, with a few notable excep-
tions (Cao and Daumé III, 2020; Saunders et al., 2020; Sun et al., 2021), the 
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discussion around gender bias has been reduced to the binary dichotomy. 
Current language models can perpetrate harms such as the cyclical erasure 
of non-binary gender identities (Uppunda et al., 2021) rooted in model and 
dataset biases “due to tainted examples, limited features, and sample size dis-
parities” (Dev et al., 2021), which, in turn, result from the exclusion and an 
underrepresentation of non-binary genders in society (Rajunov and Duane, 
2019). Therefore, an additional challenge in addressing gender bias in MT 
concerns the need in reshaping the understanding of gender in language 
technologies in a more inclusive manner – a problem which is well docu-
mented in the field (Dev et al., 2021; Savoldi et al., 2021; Misiek, 2020). 

3. Gender-neutral language
Being centered around such a complex social phenomenon as gender, 

gender-neutral language has not yet achieved universal understanding. 
Moreover, there is no consensus concerning the definition of gender-fairness 
in language, also referred to as gender-inclusive, gender-fair or genderless, 
while the exact approach really depends on the conceptual model of a lan-
guage and social group it is aimed at. In this section, we provide an overview 
of gender-neutral language and strategies in this field. 

3.1 Definition and general information
Gender-fair language (GFL) was introduced as a response to linguistic 

gender asymmetry and as part of a broader attempt to reduce stereotyping 
and discrimination in language (Fairclough, 2003; Maass et al., 2013). By 
avoiding unfounded, unfair and discriminatory reference to certain social 
groups, it helps to reduce unfavorable cognitive and behavioral biases and 
promotes gender equality (Stahlberg et al., 2007). Past research has revealed 
that gender-fair forms evoke fewer male representations than masculine 
generics (e.g. Irmen, 2007) and influence individuals’ attitudes and percep-
tions: for example, they lead to more favorable hiring decisions for women 
and positively influence women’s motivation and self-assessment in job in-
terviews (Horvath and Sczesny, 2016; Stout and Dasgupta, 2011). Ultimately, 
an overall purpose of gender-fair language is to include everybody, regardless 
of gender and/or sexuality (Douglas and Sutton, 2014; Sczesny et al., 2016). 
Given that language not only reflects stereotypical beliefs but also affects re-
cipients’ cognition and behavior (Menegatti, 2017), the use of expressions 
consistent with social groups’ gender and self-perception can help prevent 
reinforcement of a biased belief system and prevent discrimination.

However, while a lot of effort has been put into representing female pop-
ulations in language, non-binary language use has not received enough at-
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tention in academia. New developments aimed at ensuring gender equality 
in languages are often perceived as excessive, and this especially concerns the 
cases when people “do not conform to cis-normative standards of femininity 
or masculinity” (Airton, 2018). Additionally, there is a lack of non-binary 
studies within the machine translation field, as has been pointed out by a 
number of researchers (Dev et al., 2021, Savoldi et al., 2021, Misiek, 2020). 
All these factors might result in the adverse effects described in the previous 
section, especially given the fact that language has been central to the emer-
gence of non-binary gender identities, as challenging cis-normativity – the 
idea that linguistic categories such as man and woman are “normal” or “nat-
ural” – is at the heart of non-binary thinking (Cordoba, 2020).

Moreover, a number of GFL guidelines developed by major international 
organizations (such as the UN and the European Parliament) still make no 
mention of strategies to address non-binary people in language, and focus on 
discrimination and exclusion of women (Trainer, 2021); existing strategies 
in ensuring gender-fair language are not always aimed at other social groups 
apart from males and females (Lindqvist et al., 2019) or are not sufficiently 
disseminated (Harris et al., 2017; McGlashan and Fitzpatrick, 2018; Zimmer 
and Carson, 2012). 

3.2 Gender-neutral language frameworks
When defining a gender-neutral language strategy, a broader as well as 

narrower approach can be taken. Firstly, linguistic structures used to refer to 
the extra-linguistic reality of gender vary across languages (Savoldi, 2021), 
and their type in terms of grammatical gender system defines the means by 
which gender-fairness is achieved. 

In general, different strategies can be used to make language gender-fair 
and avoid the detrimental effects of masculine generics. The choice of an 
appropriate strategy depends on the type of language concerned: there are 
genderless languages (Finnish, Turkish), where gender-specific repertoire 
is at its minimum; notional gender languages (Danish, English), which dis-
play characteristics of lexical gender (mom/dad), as well as a system of pro-
nominal gender (she/he, her/him); and grammatical gender languages (e.g., 
German, French, Arabic), where each noun pertains to a class such as mas-
culine, feminine, and, if present, neuter. Grammatical gender languages are 
also characterized by the semantic assignment of gender markings to human 
referents and a system of morphosyntactic agreement (Stahlberg, 2007; Sa-
voldi et al., 2021). 

A gender-fair strategy that has been especially recommended for notion-
al gender languages (Hellinger and Bußmann, 2003) and genderless languag-
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es is neutralization. In the framework of neutralization gender-marked terms 
are replaced by gender-indefinite nouns (English policeman by police officer). 
In grammatical gender languages, gender-differentiated forms are replaced, 
for instance, by epicenes (e.g., Staatsoberhaupt, or Fachkraft in German). In 
contrast, feminization which is based on the replacement of masculine gener-
ics by feminine-masculine word pairs (e.g., Elektrikerinnen und Elektriker) has 
been recommended for grammatical gender languages. 

Even though feminization increases women’s visibility, and hence creates 
more diverse mental images to whom individuals referred (Stahlberg et al., 
2001), previous research is inconclusive regarding whether paired forms can 
eliminate the male bias (Lindqvist et al., 2019). What is more, while neu-
tralization helps avoid male bias and therefore indirectly takes into account 
all genders, feminization does not solve the problem with the exclusion of 
non-binary people. Therefore, recent research has been proposing such ap-
proaches as gender-neutrality (which is closer to the idea of neutralization) 
and gender-inclusivity (del Rio-Gonzalez, 2021). These approaches can be 
considered as the same concept (Papadimoulis, 2018; Lindqvist et al., 2019; 
Bonnin, 2021), as different aspects or degrees of the single phenomenon 
(Sczesny et al., 2016), (EIGE, 2019) or two separate strategies, where the term 
gender-neutral language (GNL) is used to describe a language which avoids 
any classification of sex or gender, whereas gender-inclusive language (GIL) 
explicitly challenges binary notions of gender and recognizes the plurality of 
identities beyond feminine–masculine dimensions (del Río González, 2021). 

Some researchers also distinguish between direct and indirect non-binary 
language (López, 2019a, 2019b). Indirect non-binary language, or INL, aims to 
refer to all genders without using gender markers – by employing certain lin-
guistic strategies such as using participles instead of adjectives (Studierende in-
stead of Studenten und Studentinnen) or the use of epicenes (el pueblo argentino 
or las personas argentinas instead of los argentinos), which makes it similar to 
the gender-neutral strategies described above. Direct non-binary language, or 
DNL, is much more obvious because it uses neomorphemes and neopronouns 
such as ze and zir, and this strategy can therefore be considered within the 
framework of gender-inclusive approach. Both categories are considered to be 
equally important and deserve the attention of practitioners because, although 
their main objective is to break the generic conception of the masculine, the 
two categories convey radically different messages: DNL communicates une-
quivocally that the author respects and supports non-binary people, while the 
use of INL is perfect for mixed-gender contexts (López, 2020). 

Although the use of new grammatical gender systems and direct non-bi-
nary language in general (López, 2020) seems to be a rather controversial 



JC
A

L
  •

  V
O

L
U

M
E

 1
  •

  2
0

2
3

102

Aida Kostikova

decision in translation, one should not lose sight of the fact that language is a 
marker of social belonging (Cordoba, 2020), and the refusal to recognize any 
social groups in language can contribute to discrimination and social exclu-
sion (Sczesny, 2016). Increasing the linguistic visibility of non-binary people 
and women takes on special significance in the case of grammatical gender 
languages, as countries with this language type were found to reach lower 
levels of social gender equality than countries with notional gender languag-
es or genderless languages. This suggests that there is a close link between 
the level of gender asymmetries present in language and societal gender ine-
qualities (Hausmann et al., 2009, Wasserman and Weseley, 2009). Addition-
ally, despite the difficulties in implementation and promotion of gender-fair 
language, there are general positive trends in the language communities in 
supporting strategies aimed at linguistic inclusion of different social groups 
(Hekanaho, 2020). Hostile and negative reactions towards new language 
trends challenging the binary gender system seem to normalize rather quick-
ly (Sendén et al., 2015), especially with active efforts to raise awareness about 
the advantages, benefits and importance of gender-fair languages (Sczesny 
and Koeser, 2014).

3.3 Gender-neutral language in machine translation
The problem of GNL is receiving increasing attention from academia. 

Studies related to gender bias concern not only trends which could poten-
tially harm women, but also non-binary people – for example, Dev et al., 
analyze the complexity of gender and its linguistic representation, and pro-
vide the results of a survey on gender-related harms associated with language 
technologies conducted among non-binary persons. Among three common 
NLP tasks (Named Entity Recognition, Coreference Resolution, and Ma-
chine Translation) included in the survey, misgendering was one of the most 
frequently mentioned issues, and in terms severity of harms machine trans-
lation was the cause of major concern (Dev et al., 2021). 

Some efforts in the NLP community were mainly aimed at solving a 
problem of underrepresentation of non-binary individuals in task-specific 
data sets: for example, Cao and Daumé III (2020 and 2021) introduce a gen-
der-inclusive dataset GICoref for coreference resolution; in MT, Saunders et 
al. have presented a method of tagging words with target language gender 
inflection (Saunders et al., 2020). Apart from approaches that incorporate 
additional meta-data during training and testing, allowing for a controlled 
generation of gender alternatives (Bau et al., 2019; Habash et al., 2019; Al-
hafni et al., 2020), research in this area also concerns generation of gender 
variants or gender rewriting. For example, Sun et al. (2021) and Vanmassen-
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hove et. al (2021) present a rule-based and neural rewriter for the generation 
of gender-neutral singular they sentences; however, research in this area is 
monolingual and is limited to English-specific gender-neutral writing, and, 
more specifically, only the they pronoun. 

Although the underlying goal of works in this field is to provide more 
possibilities for the users to make their preferred linguistic choices, thereby 
empowering people and whole social groups “to interact with technology 
in a way that is consistent with their social identity” (Sun et al., 2021), there 
are still challenges at the intersection of gender-fair language and machine 
translation: firstly, there is insufficient real-world data for all the GNL strat-
egies (and, more specifically, neopronouns); secondly, solutions in this field 
consider non-binary genders as a static third category which exists next to 
male and female genders (Dev et al., 2021), when in reality it is of a fluid and 
diverse nature. 

4. Conclusion
This literature review lays the groundwork for further research, the pur-

pose of which will be to assess the efficiency of machine translation in re-
lation to gender-neutral language use. To this end, we categorized the gen-
der-neutral language problem in terms of gender bias in machine translation, 
presented existing approaches to gender-neutral language and provided an 
overview of different strategies in machine translation aimed at mitigating 
representational harms caused by a biased system. 
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How Much Linguistics in Corpus Linguistics? 
Review of Doing Linguistics with a Corpus 
by Egbert, J., Larsson, T. and Biber, D. (2020). 
Cambridge University Press.

Maria Stambolieva

New Bulgarian University

The publication contains 80 pages (with References), organized in eight 
chapters, and an Appendix. In their abstract to the text, the authors define 
their work as an attempt to marry traditional corpus linguistics, with its care-
fully designed and minutely analysed texts, to the modern state of the art – 
marked by digitalization, abundance of texts and text collections, and wide 
array of tools. The stated goal is “to explore ways (…) to improve how we 
approach linguistic research questions with quantitative corpus data”.

The introduction begins with a provocative parallel between quantita-
tive linguistics and car driving, followed by a quick review of the chapters to 
come. The parallel with driving stands on the observation that, with recent 
technological advances, it is increasingly easy to drive a car without knowing 
much about the engine – just as it has become easy, in corpus linguistics, to 
use readily available corpora and corpus analysis tools to answer research 
questions or to obtain results. And just as some understanding of how the 

re
v
ie
w
shttps://doi.org/10.33919/JCAL.23.1.6



111

car works can be useful in cases of malfunction, the authors insist that basic 
knowledge of linguistics: an understanding of the nature of a corpus, the 
linguistic characteristics of the data or the ability to interpret quantitative re-
sults are necessary for corpus linguistic analysis. Linguistic skills are involved 
in the formulation of linguistic research questions and in the interpreting of 
quantitative results as linguistic patterns. In all the following chapters of the 
book, this point is illustrated with relevant case studies and emphasized with 
key points and key considerations.

Getting to Know Your Corpus (Chapter 2) takes up the long-standing, 
Sinclair vs Biber, discussion on corpus makeup. Attention must of course 
be paid to both corpus composition and corpus size and, all things being 
equal, a bigger corpus is an advantage. The reader is nevertheless warned 
that all things are almost never equal, and decisions on the composition of 
the corpus should not be taken lightly. Corpus linguists are not, as a rule, 
interested in how language is used in a corpus as such, but in how language 
is used in a target register, dialect, etc. – hence the importance of representa-
tiveness in corpus design. For the decision process, the authors recommend 
the following: 1/ careful examination of the metadata and documentation; 2/ 
examination of the actual texts. The requirement for careful examination of 
the metadata and documentation before using a corpus for specific research 
is well supported by the results of a Case study: an investigation of the use of 
nominalisations and linking adverbials in the target domain of published ac-
ademic writing, as represented in two subcorpora: the academic sub-corpus 
of the British National Corpus (BNC_AC) and the academic subcorpus of 
the Corpus of Contemporary American English (COCA_AC). 

The third chapter, Research Designs: Linguistically Meaningful Re-
search Questions, Observational Units, Variables, and Dispersion, is a 
presentation of several topics required to understand how quantitative cor-
pus analysis relates to tangible linguistic descriptions. The two underlying 
major concepts here are research design and research questions. “Research 
design” is defined as the way in which quantitative linguistic data is collected 
and organized. Research questions specify what we want to learn about lan-
guage use by doing corpus analysis; accordingly, these questions dictate the 
research design. Conversely, once data has been collected according to a par-
ticular research design, it should only be used to answer certain types of lin-
guistic research questions. The importance of research design is exemplified 
with the investigation of research questions involving dispersion, and sup-
ported with a case study on English genitives in a variationist, whole-Cor-
pus, and text-linguistic research. The chapter concludes with the following 
key considerations: 1/ observational units can be defined at the level of the 
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linguistic feature, the text, or the corpus; 2/ results from a variationist re-
search design have a dramatically different interpretation from those from 
descriptive linguistic research designs; 3/ the text-linguistic research design 
has many advantages over the whole-corpus research design.

Chapter 4, Linguistically Interpretable Variables, addresses the need to 
ensure that all variables used in a corpus study are linguistically interpreta-
ble. A linguistic variable is interpretable when its scale and values represent 
a real-world language phenomenon that can be understood and explained. 
To illustrate the points made in this section, the authors present two short 
case studies: “Measures of collocation” (Case study 1) and “The linguistic 
interpretation of “keyness” measures” (Case study 2). Case Study 1 explores 
the use of concordancing for one of the primary goals of the study of collo-
cation – the study of the extended meanings of words beyond their tradi-
tional dictionary definitions. A very clear example is presented: the verb to 
cause, traditionally defined as “make something happen”. Corpus research 
demonstrates that this verb frequently co-occurs with words referring to 
negative events – hence the extended meaning of the verb: “make something 
bad happen”. Another example is an exploration, based on immediate con-
text, of the way man and woman are characterized in the corpus COCA_AC. 
In summary, the simple frequency approach to collocation is argued to be 
more appropriate for the purpose of discourse characterization than statis-
tical collocational measures, as the two produce different results and require 
different linguistic interpretations. Case Study 2 is a presentation, following 
Egbert and Biber (2019), of keyword analysis and “text dispersion keyness”. 
Text dispersion keyness is argued to have two major advantages: (1) it takes 
into account the dispersion of a word across the texts of a corpus and (2) it 
is more directly interpretable in linguistic terms than traditional measures – 
because a text is a valid unit of language production, while a corpus is not. 

Chapter 5, Software Tools and Linguistic Interpretability, presents a 
central thesis of this work, based on a case study analysis of grammatical 
complexity measurement – complex nominals. The measure of complexity 
of nominals is problematic because, among other things, it does not distin-
guish between pre- and post- modification and between single and multiple 
modification. The authors conclude that in order to ensure reliable conclu-
sions based on existing corpus-analysis tools, considerable post-processing 
is needed – involving, for instance, the evaluation of accuracy. The analysis of 
a number of smaller corpora, while more time and work consuming, yields 
results that are more accurate and linguistically meaningful and interpreta-
ble. Researchers are advised to choose or develop such tools and measures 
that are linguistically sound and well documented. 



113

HOW MUCH LINGUISTICS IN CORPUS LINGUISTICS? REVIEW OF ...

The question of what constitutes appropriate statistical methods is the 
focus of Chapter 6, The Role of Statistical Analysis in Linguistic Descrip-
tions. Following examination of Null hypothesis significance testing (NHST) 
as a statistical paradigm, the authors (while not denying the usefulness of 
statistical methods) here again stress the importance of staying close to the 
language data. Language “is, and should remain, the primary focus of corpus 
linguistic investigations”. Sophisticated statistical methods often create layers 
of distance between corpus researchers and the language data they aim to 
describe, which could affect negatively the linguistic validity of the results. 
Put differently, any kind of abstracting away from the language data increases 
the risk of obtaining linguistically uninterpretable results – which, in turn, 
is more likely to lead to misinterpretations and unsatisfactory conclusions. 
The chapter ends with the following key considerations: 1/ because sophis-
ticated statistical methods often force researchers to abstract away very far 
from the language data, it is important to employ minimally sufficient statis-
tical methods and remain as close as possible to the language data; 2/ NHST 
should always be complemented by consideration of descriptive statics and 
effect sizes; 3/ in order to interpret numeric results, conscious effort should 
be made to return to the language data.

Chapter 7, Interpreting Quantitative Results, can be seen as a summa-
ry and generalization of the issues discussed in the previous chapters. The 
authors argue that computational linguistics is still linguistics, and that lin-
guistics is done by linguists. Computers can of course process corpus data, 
but they cannot interpret them as “meaningful patterns of language use”. The 
following sources for qualitative interpretation of data that linguists rely on 
are highlighted: (1) linguistic context, (2) text-external context (above all, 
metadata), and (3) linguistic principles and theories. Usage-based linguis-
tics, which “explores how we learn language from our experience of lan-
guage” (Ellis, 2019), is quoted as a “good example of a healthy relationship 
between linguistic theory and quantitative corpus linguistics“. The key take-
aways from this chapter are: 1/ linguistics is done by linguists, not by com-
puters; 2/ in order to be useful, quantitative corpus linguistic analysis should 
be coupled with sound qualitative interpretation; 3/ in their interpretation 
of quantitative corpus findings, researchers should be guided by linguistic 
context, text-external context and linguistic theory.

In the final chapter (Wrapping Up) the authors summarise the motives 
which led them to writing the book: reinstating linguistics at the center stage 
of (quantitative) corpus linguistic research and pointing to means to achieve 
this. The output of quantitative analysis is data. Data “are to information 
what iron ore is to iron: nothing can be done with data until they are pro-
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cessed into information”. Information is contained in descriptions, answers 
to questions that begin with such words as who, where, when, and how many. 
In other words, “[i]nformation is born when data are interpreted” (Stallings, 
1989, 2). Statistical analysis can provide us with data, but that data must be 
interpreted if it is to be useful for linguistic description. Linguistic research 
begins with the formulation of meaningful linguistic research questions and 
the purpose of corpus design is to answer these questions.

Concluding remarks
The book reviewed focuses on important issues related to the role of lin-

guists, linguistic theory and linguistic research questions in modern corpus 
linguistics – issues which have been by-passed or ignored for some time, and 
particularly in the last decade. Backed by clear argumentation and illustrated 
with ample data, this Element – as the authors have chosen to define their 
text – manages to cover substantial ground against prevailing winds and cur-
rents. For the linguists in the profession, it is a godsend. For other researchers 
in the field, it is a must-read. 
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